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A project studying how advanced Al systems may harm, or help strengthen, democratic
freedoms

This paper examines how emerging public experiments in red-teaming generative Al

Abstract

(genAl) systems engender new formations of ‘experimental publics,’ shaped by

competing visions of expertise, democratic oversight, and Al safety. Interrogating the
practice of genAl red-teaming, the authors analyze distinctions between instrumental

and deliberative public feedback, situating them within the historical Dewey-

Lippmann debate on democratic governance. By bridging Al evaluation with political
epistemology, they explore how public involvement both challenges and reshapes the

governance of genAl systems, revealing its democratic potential as well as its
contested boundaries.

Introduction

Walter Lippmann: The interest of the public is not in the rules and
contracts and customs themselves but in the maintenance of a regime of
rule, contract and custom. The public is interested in law, not in the
laws; in the method of law, not in the substance; in the sanctity of
contract, not in a particular contract; in understanding based on
custom, not in this custom or that. [...] The pressure which the public is
able to apply through praise and blame, through votes, strikes, boycotts
or support can yield results only if it reinforces the men who enforce an
old rule or sponsor a new one that is needed.1

John Dewey: No government by experts in which the masses do not have
the chance to inform the experts as to their needs can be anything but an
oligarchy managed in the interests of the few. And the enlightenment
must proceed in ways which force the administrative specialists to take
account of the needs. [... This] depends essentially upon freeing and
perfecting the processes of inquiry and of dissemination of their
conclusions. Inquiry, indeed, is a work which devolves upon experts. But
their expertness is not shown in framing and executing policies, but in
discovering and making known the facts upon which the former depend.
[...] It is not necessary that the many should have the knowledge and
skill to carry on the needed investigations; what is required is that they
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have the ability to judge of the bearing of the knowledge supplied by
others upon common concerns.2

Arguments over the role of the public in democratic governance have animated
debates among political philosophers for nearly a century. These arguments—as
represented in the distinct positions taken by Walter Lippmann and John Dewey in
the quotes above—are centered on answering two core questions: (1) what should
be the proper relationship between citizens and experts in a world overflowing with
information yet anchored in democratic values, and (2) under what conditions can
the public come together to realize self-governance? Both these questions are about
the constitutive dimensions of governing with distributed expertise. On the one
hand, Lippmann believed that it is impossible to democratically govern in a
complex modern information environment where the ordinary public is expected to
be informed and adequately exhibit expertise in a wide variety of topics.3 As a
prominent journalist and World War I propagandist, he was deeply concerned
about the rise of radio and mass market print journalism creating an information
environment that exceeded the capacity of a normal citizen to consume and
responsibly interpret without being manipulated, and therefore, he favored a
technocratic form of government managed by experts. On the other hand, Dewey,
the foremost American pragmatist philosopher of his day, believed that the
complexity of information environments is the condition of possibility for
“amorphous and unarticulated” collectives of people to organize themselves in the
face of problems that affect them to express their concerns.* He saw democracy as
an ongoing experiment, one where policies are continuously tested and refined
through deliberations over their lived experience, and where expertise is measured
not by the ability to frame policies, but by the capacity to reveal the underlying
facts upon which they depend.

In this paper, we examine elements of the Lippmann-Dewey debate to analyze the
tensions in democratic governance of generative Al (genAl) and its broader
implications for Al safety. The fundamental imbalance of power between the
average citizen and the tech companies that can afford to spend billions of dollars
to build foundation models would appear to be a nearly-Platonic ideal of a
‘technocracy,” where a class of technical experts is empowered to impose its
peculiar vision of the future of human life upon a politically-impotent polis, fully
setting the terms of a general-purpose decision engine without robust public input.
5 Yet many of these same developers are cautiously embracing public feedback as a
necessity for the good functioning of their technical systems, a distinctly Dewey-
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esque position. Embedded within these different positions are distinct expectations
around the role that the public writ large can play in organizing and governing Al
safety. We map these expectations by focusing on the practice of genAl red-teaming
as the empirical site where debates over approaches that involve the public and
expectations of the role that public participation can play in evaluating genAl are
being actively debated.

In 2023, genAl reached an unprecedented level of public visibility, driven largely by
the release of ChatGPT by OpenAl in late 2022. These systems, built on flexible
models trained on vast datasets, generate new media in response to plain-language
prompts. As their capabilities became more apparent, a diverse array of actors—
including academics, security professionals, and the public writ large—began
actively probing their weaknesses. By identifying problematic ‘prompt-output
pairs,’ they demonstrated how genAl systems could produce harmful or
unintended results. This emerging form of public interrogation paralleled the rise
of internal Al governance and safety teams within tech companies and research
labs, often described as ‘Al red-teaming.’ Borrowing a term from cybersecurity, red-
teaming refers to systematic efforts to expose a system’s vulnerabilities. Across
multiple jurisdictions, regulatory agencies have increasingly positioned red-
teaming as a fundamental, if not obligatory, component of the safe development
and deployment of genAl systems.

What distinguishes genAl red-teaming from traditional security red-teaming efforts,
however, is the growing recognition that what counts as acceptable behavior of a
genAl system should not be solely decided by employees of tech companies—an
insight acknowledged by those same employees.? As a result, many genAl red-
teaming experiments seek public participation in different forms, from engineering
prompts to assessing harmful outputs. We examine genAl red-teaming as a critical
intersection between ‘the public’ and ‘experts.”’ Having traditionally relied on
cybersecurity expertise, this technical practice is evolving to incorporate a wide
range of lay public knowledge and lived experience as essential components of
genAl governance.

Borrowing Dewey’s framing of experimentalist democracy,® we frame experimental
publics as a conceptual resource to articulate this emergent type of public
participation in technology governance broadly and genAl governance specifically.
We define experimental publics as emergent and provisional collectives assembled
through structured interventions in making sense of sociotechnical systems—
particularly at moments when system uncertainties and decision stakes are high,
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and the traditional distinction between facts and values becomes difficult to
maintain.® At such junctures, the boundaries of public participation, technical
authority, and governance are unsettled and actively contested. While related to
frameworks like co-design, citizen science, and participatory Al, experimental
publics are distinct in that they take shape around organized activities of public
evaluation—epistemic exercises that both generate knowledge and reorganize
relations of authority. Unlike participatory approaches that assume stable
contributory roles for participants in design or governance, experimental publics
foreground instability, provisionality, and the generative uncertainty of
participatory evaluation itself.'® We analyze genAl red-teaming as a site for new
formations of experimental publics—redefining how systems are evaluated, how
authority is distributed, and how public accountability is enacted.

Such public red-teaming experiments received significant attention in May 2023
when the White House announced participation of leading large language model
(LLM) developers in a public Generative Red Team (GRT) event at DEF CON, the
world’s largest annual computer security conference.'* We conducted participant
observation at this event and studied other ongoing efforts throughout 2023 and
2024 to organize public participation in red-teaming genAl systems. These efforts
include, but are not limited to:

1. The Adversarial Nibbler challenge (launched in July 2023), which
crowdsourced diverse failure modes to evaluate the safety of text-to-image
genAl models. 2

2. The AI Democracy Project (held in January 2024), which piloted an expert-
driven, domain-specific safety testing of five leading genAl language models,
focusing on their responses to election misinformation.*?

3. A purple-teaming event (organized in February 2024) in Greenwood, Tulsa,
Oklahoma, inspired by the DEF CON gathering but emphasizing collaboration
over adversarial testing. This event combined “red-teaming exercises with
experiential real-world use case exploration in key areas of Black life.”14

These experiments highlight the evolving relationship between professional
expertise and public engagement in computer security that undergirds broader
public participation in evaluating genAl. Not only do they extend the historical
trajectory of efforts to incorporate public input into security work, but they also
serve as a means of reckoning with the ethical dimensions and emergent
consequences of genAl’s proliferation in everyday life. Furthermore, they often
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bring together a diverse range of stakeholders, including—but not limited to—
model developers, government officials, representatives from non-profit
organizations, academics, and members of the broader public.

We argue that this diversity in event design and underlying priorities reflects a
deeper multiplicity in conceptions of publics and their interests. Informed by the
struggles our interview participants expressed over the nature of their expertise, we
contend that debates surrounding Al governance broadly, and red-teaming in
particular, reveal a crucial insight: there is no singular ‘public interest’ that can be
easily defined or measured against. Instead, what emerges is an assemblage of
many publics, each with distinct concerns, perspectives, and stakes—disclosed and
shaped through the formation of experimental publics. Interrogating these public
experiments as forms of red-teaming, we ask: Who constitutes these publics? Why
should they be involved in red-teaming? What is the nature of their contribution to
red-teaming genAl systems? How should the process of soliciting their contribution
be organized? We draw on a corpus of interviews with professional, amateur and
educational Al red-teaming practitioners (n=28) to explore how different publics
come to be involved in genAl governance processes, and how their different forms
of expertise inform what we do and do not know about making these systems safe.

Practitioners we interviewed usually imagined two distinct roles for such public
feedback in Al safety. Both these roles are essential to serving the public interest,
but they differ in emphasis. The first, which we term instrumental public feedback,
views feedback as a tool for improving systems.*> Here, our use of the term
‘instrumental’ draws its lineage from the crucial role that instruments play in
scientific experiments in measuring, observing, and analyzing data, testing
hypotheses, and confirming theories.'® In this sense, public feedback serves as an
instrument to argue for and validate improvements to systems. The second, which
we call deliberative public feedback, considers feedback as an intrinsic component
of public oversight. Without public feedback, the oversight process would not be
public. This is the kind of feedback associated with the place of public opinion,
freedom of speech, civil society, and institutions like the free press in democratic
oversight. We do not consider one form of public feedback as inherently superior to
the other; rather, each plays a distinct and complementary role in the broader
project of democratic Al governance.

To further develop this distinction, we draw on Bruno Latour’s work in Give Me a
Laboratory and I Will Raise the World where he argued that the power of the
laboratory lies not just in its capacity to isolate, but to translate—to render the
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vastness of the world into micro-scale abstractions, stable enough to study and act
upon. Yet this translation is incomplete until those abstractions are scaled back up,
until they move and matter in the world again. The ethnographer’s task, Latour
suggests, is to follow how scientists manage this movement of scale.'” We extend
this insight to the terrain of public feedback. Instrumental feedback scales down
public concerns—translating diffuse anxieties into simplified abstractions that can
be used to improve systems such as metrics (e.g. policy violation rate, false refusal
rate), datasets, or reports. Deliberative feedback, by contrast, scales up from the
technical to the social—transforming an abstract prompt-output pair into a public
discussion about priorities, experiences, and ways to hold those in power to
account. Each mode addresses a distinct problem of scale, and together they are
complementary tools that form the scaffolding for a more participatory approach to
technical governance. In what follows, we examine how genAl red-teaming
experiments mobilize these modes of feedback, and how they are reshaping
debates about democratic governance, public expertise, and the ongoing challenge
of building safe and accountable Al systems.

Ongoing Debates Over the Role of the
Public and Its Role in GenAl Evaluation

In August 2023, we began our research project on genAl red-teaming with
participant observation at the public genAl red team (GRT) event at DEF CON.18 Our
goal was to investigate the intersection of red-teaming, sociotechnical safety, and
public participation. As our exploration unfolded, we discovered a diverse array of
experiments in organizing public participation in red-teaming ranging from
competitions and bounty programs to educational events and focus group
discussions.1® The more we examined the varied designs of these events and the
priorities shaping them, the more we found echoes of long-standing debates
around the role of the public in Al governance. Specifically, these contemporary
discussions resonate with the broader debate on ‘political epistemology’ at the
messy intersection of information, democracy, technology, and expertise—an
inquiry that animated American public philosophy nearly a century ago, most
notably through the Lippmann-Dewey debate.20

On one hand, Walter Lippmann, a prominent social critic and journalist, argued in
his books Public Opinion and The Phantom Public that robust democratic
engagement on major issues of collective governance was largely hopeless due to
the complexity of modern life. Due to the information environment created by
radio, mass print media, and new forms of travel and communication, the citizens
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of democracies were “saddled with an impossible task and ... asked to practice an
unattainable ideal [of direct democratic participation]. ... I cannot find time to do
what is expected of me in the theory of democracy; that is, to know what is going
on and to have an opinion worth expressing on every question which confronts a
self-governing community.”?* Lippmann’s skepticism about the plausibility of
collective democratic governance stemmed from his perspective (informed in part
by his early career as a World War I propagandist) that a coherent collection of
citizens called ‘the public’ was illusory, and democracy was too reliant upon the
whims of people prone to manipulation and incapable of digesting the firehose of
mass media information. This perspective reflected widespread sentiments among
America’s intellectual and political elite about the credibility of liberal democracy
following World War I. Instead, Lippmann favored a quasi-democratic technocracy
governed by ‘scientific management’ that could rise above the unreliable and
irrational subjectivity that struggled to cope with industrialization, bureaucracy,
and modern communications.

On the other hand, John Dewey rejected the idea that deliberating publics should
be imagined as a “universal discussion of the people,” or as divorced from the
“identities, interests, and needs” that differentiate communities. 22 He
conceptualized publics as manifestations of “amorphous and unarticulated”
collectives of people who organize themselves in the face of problems that affect
them to express their concerns. 22> Dewey argued that the exercise of this agency by
public(s) is not a given; it must be self-organized. He articulated the challenge of
organizing for this agency as the fundamental problem of democracy—“The prime
difficulty [in any democracy] is that of discovering the means by which a scattered,
mobile and manifold public may so recognize itself as to define and express its
interests.”?* Furthermore, he emphasized that conflicting interests among plural
publics are far from inimical to democracy. Rather, these temporary publics
focused on shared concerns are essential to democracy’s ability to collectively
identify legitimate solutions to social problems:

Of course, there are conflicting interests; otherwise there would be no
social problems. [...] The method of democracy—inasfar as it is that of
organized intelligence—is to bring these conflicts out into the open
where their special claims can be seen and appraised, where they can be
discussed and judged in the light of more inclusive interests than are
represented by either of them separately.2s
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Spaces to organize public participation are a crucial condition for bringing conflicts
out into the open. They are a key feature of Dewey’s conception of social inquiry
“into all the conditions which affect association” between people and are organized
through public discussions grounded in exchange of perspectives; he framed such
social inquiry as “a precondition of the creation of a true public.”2¢ The process of
“giving citizens control over the forces that govern and enable their lives” requires
active collaboration between publics, experts, and institutions in social inquiries
that shape and organize collective answers to contested social problems.2?

The contemporary landscape of genAl governance offers a vivid stage for the
reemergence of Lippmann and Dewey’s concerns. Lippmann’s skepticism about
public expertise resonates with Al governance regimes that privilege expert audits,
closed evaluation pipelines, and regulatory sandboxing—where accountability
flows upward to regulators but not outward to publics. By contrast, Dewey’s
emphasis on publics as emergent and situated aligns with efforts to invite publics
not only to critique Al systems, but in shaping how harm, failure modes, and
ethical use are defined. Public red-teaming experiments operate squarely within
this tension: Is ‘the public’ merely a collective of non-experts and end-users,
excluded from the design of highly complex systems like genAl models and left to
navigate their potential harms? Or does the public bring valuable perspective and
experiential knowledge of living with such systems—knowledge that no number of
computer science degrees can reconstitute, yet is a necessary component of any
successful system? In the following sections, we explore these questions through
the lens of securing instrumental as well as deliberative public feedback. Framing
public red-teaming through the lens of political epistemology foregrounds the
question of how publics come to recognize themselves as stakeholders in the safety
and governance of genAl. As Emily, an industry practitioner focused on Al safety,
put it when reflecting on her experience of co-organizing a public red-teaming
competition: “Safety is inherently something that needs to be defined continuously
by a broad range of people. So it made sense to put that in the form of a public
competition.”28 These experiments, then, are not simply mechanisms for technical
evaluation—they are invitations to collective inquiry, where communities are
enlisted to define what counts as problematic behavior, and to imagine how it
might be addressed.

Instrumental Public Feedback

Instrumental public feedback has become increasingly central to the evaluation of
computational systems, particularly as traditional security frameworks—primarily
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focused on technical exploits—have struggled to address emergent harms such as
disinformation, trolling, harassment, and extremist content. These issues,
amplified by platform design and algorithmic curation, turned content moderation
into a crucial public concern throughout the 2010s.2° The vast scale of user-
generated content on social media platforms created conditions in which the
public, as both end-users and impacted communities, became integral to security
considerations—not only as targets of harm but also as potential contributors to
platform safety. Security and product safety efforts increasingly relied on user-
generated reports of vulnerabilities and flagged content, integrating them into the
process of identifying potential abuses. Companies, in turn, began developing
automated techniques informed by this data to detect and filter harmful content.
Yet these interventions have proven insufficient. Content moderation remains an
ongoing challenge, with companies outsourcing much of the labor to crowd
workers in the majority world to reduce costs associated with the relentless, round-
the-clock monitoring of content.?? The evolving nature of harms associated with
user-generated content highlights that the vulnerabilities of technologies that
leverage user participation—particularly social media platforms—are not merely
technical but sociotechnical in nature.31 As a result, the public’s role in these
platforms has expanded beyond merely generating content; users have been
implicitly enrolled as enforcers of security and moderators of content, shaping the
very mechanisms through which platforms identify and address misuse.

The current push to engage the public in genAl red-teaming builds on this
trajectory but introduces a crucial shift. With the public release of genAl models,
traditional security efforts—once centered on protecting computer systems from
exploits, managing user-generated content, and developing automated techniques
to detect harmful material -must now also address the risks posed by content
generated by the models themselves. As Sam, an industry practitioner focused on
responsible Al, explained to us:

The real thing we’re grappling with is the transition from using Al
primarily for discriminative tasks, where you’re trying to label content or
rank things versus using it to generate text and imagery. [...] It is no
longer just user-generated content; it is [company] generated content.
[There is a need for a] higher standard [...] for content that is generated
by a [company] model, which can be perceived as carrying [the
company’s] voice.32
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At the heart of public interventions in genAl red-teaming is the challenge of
grappling with the unpredictability of model behavior—the core problem that these
efforts are designed to address.

Major industry actors developing genAl models have largely treated instrumental
public feedback as a means of refining or generating micro-scale and abstract
rulesets that shape the content and behavior of already-built systems. For example,
researchers at DeepMind have proposed the SocioTEchnical Language agent
Alignment (STELA) method, which employs small, intensive focus groups drawn
from underrepresented communities for community-based rule elicitation.??
Inspired in part by the Design from the Margins methodology, STELA seeks to
develop a general ruleset by inviting a small number of people from “differently
situated” groups historically excluded from social power.34 They found that starting
from the perspective of marginalized groups elicited a distinct set of fairness
principles. In contrast, researchers at Anthropic have pursued a participatory
governance model called “constitutional Al,” which structures model constraints
much like a constitution sets limits on government authority.?* This approach
solicits broad crowdsourced input to again refine a proposed Al constitution based
on global human rights documents, which then informs the reinforcement learning
stage of model training.3¢ Meanwhile, OpenAlI has experimented with grant-making
initiatives to explore “democratic inputs to Al,” funding various projects that
translate public or lay-expert input into rulesets in the form of “value cards” that
developers can deploy.3” Despite their differences, these approaches share a
common goal: scaling down and encoding public feedback into rules to govern
powerful, centralized AI models. In each case, instrumental public feedback serves
two primary functions: (1) affording their governance practices a degree of external
input from the broader public, and (2) refining technical safety measures as code.

Instrumental public feedback is increasingly seen as a vital mechanism for
assessing both the harms and benefits of genAl systems across diverse
communities. The extraordinary flexibility of these models—often described as
their general-purpose nature—expands the range of contexts in which practitioners
must grapple with uncertainties surrounding their societal impact. As Arvind
Narayanan observes, “traditionally in ML, building models is the central activity
and evaluation is a bit of an afterthought. But the story of ML over the last decade
is that models are more general-purpose and more capable. General purpose means
you build once but have to evaluate everywhere.”38 This “build once, evaluate
everywhere” mindset is crucial for making instrumental public feedback
particularly valuable for evaluating genAl models. By incorporating perspectives
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from different communities, public red-teaming efforts are often designed to
leverage such feedback to help surface potential risks and contextual challenges
that might otherwise go unnoticed. Initiatives such as Adversarial Nibbler, the DEF
CON Generative Red Team Event, and the AI Democracy Project all integrate
instrumental public feedback as a key component of their design, positioning it as
an essential tool in the evolving landscape of Al evaluation.

However, these efforts also introduce a set of emerging concerns. Kabir, an industry
practitioner focused on machine learning ethics and policy, pointed out that most
public-facing genAl portals incorporate three standard reporting mechanisms—
thumbs up, thumbs down, and a report button—which mirror content-flagging
systems on social media. While he acknowledged that this “is probably a decent
way of collecting information,” he also noted a critical limitation: “We don’t know
how that translates into model retraining. [...] There is a lot of intransparency
surrounding these things.”3? Beyond issues of transparency, independent red
teamers who operate “in the wild,” outside of sanctioned red-teaming events, face
potential legal risks when disclosing vulnerabilities.*® In the US, there are no legal
protections for researchers conducting good-faith testing on genAl models. As a
result, they risk account suspension, legal action, or even lawsuits for violating
terms of service.41 Legal risks aside, the immediate public disclosure of
vulnerabilities can inadvertently create or exacerbate security and safety risks,
both for model developers and the broader public. One potential solution comes
from security research: coordinated vulnerability disclosure (CVD), championed by
CERT/CC, offers a structured approach to handling high-risk genAl flaws.42 By
notifying system owners in advance and providing them time to address issues
before public disclosure, CVD can potentially help balance the need for
transparency with responsible risk mitigation.

Deliberative Public Feedback

Less frequently discussed in the genAl evaluation space is the role of deliberative
public feedback—feedback cultivated through societal conversations about the role
of technology broadly and genAlI particularly in everyday life. This form of
engagement serves multiple purposes, including building public consciousness
around genAl systems, interrogating power structures, and reflecting on the ways
in which the public can meaningfully contribute to genAl development. The core
question in such discussions is whether power is exercised for the right ends, in the
right way, and by the right people?** When it comes to interrogating power, the
human, financial, and environmental costs of genAl systems have heightened long-
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standing concerns about concentration of power in technology companies.#*
Silicon Valley has long wielded disproportionate influence over Al tools that shape
surveillance, search, criminal justice, hiring, health, and ad targeting. Along
similar lines, the UN Al Advisory Body has warned that a major obstacle to public-
interest Al governance is the imbalance of power between a handful of countries
shaping Al policy and the vast majority left with little influence.** Foundation
models further exacerbate these concerns, as a small set of companies now produce
models that could be deployed across countless industries, use cases, and
geographies.

The framing of genAl governance around ‘safety’ and ‘risk management’ carries
both practical utility and conceptual limitations. While safety and risk
management paradigms provide a language for managing direct harms such as
toxic content or model misbehavior, they must be publicly interrogated for how
they obscure more contested and ambiguous questions of control and
responsibility, including structural inequality, systemic displacement, and
epistemic harm.*® From a Dewey-inspired perspective, similar considerations apply
to the work of governments. While often organized around solving social problems,
this work must be supplemented—and at times reoriented—by public deliberation.
As with past technologies, such as industrial machinery that displaced workers
while improving production efficiency, some harms emerge not as failures of design
but as features of broader political-economic arrangements. Deliberative public
feedback offers a crucial corrective by surfacing concerns that may fall outside the
scope of traditional safety metrics, urging attention not only to model behavior, but
to the social consequences of its adoption. A compelling instance of such
deliberative engagement emerges from artistic communities that have mobilized
protest movements against genAl-generated art. Through tactics such as public
“call-outs,” “banning or flagging Al-generated art on art-sharing sites,” “data
poisoning,” and “legal action,” these communities have pushed back against the
commercialization of Al art.47 A shared concern among these protests is the
argument that Al-generated art constitutes a form of theft—that developers have
illegitimately appropriated artists’ works to train models for commercial use,
without consent or compensation.

Creating conditions for such deliberation, however, is no simple task. Samantha,
an expert in Al risk management and safety standards who also helped organize a
community red-teaming event, articulated a common underlying expectation in
these initiatives: “the public does not need to be involved in the nitty-gritty details
of how Al is designed and developed. They don’t care; they just want to be

https://knightcolumbia.org/content/experimental-publics-democracy-and-the-role-of-publics-in-genai-evaluation 13/31



4/10/25, 8:12 PM Experimental Publics: Democracy and the Role of Publics in GenAl Evaluation | Knight First Amendment Institute
protected. To the extent that red teamers can provide that protection, that is
incredibly valuable.”4® Public engagement in Al governance is often framed
through a sense of safety—people feel protected as they gain opportunities to
experiment with different forms of participation. These approaches include
building familiarity with genAl systems (Al literacy), exercising agency in response
to model misbehavior (Al governance), and contributing to model development
(Participatory Al).4° Each offers a distinct foundation for public deliberation,
shaping how communities navigate and contest the evolving role of genAl in their
everyday lives.

Furthermore, these approaches raise questions around the very premise of
organizing public red-teaming events. Traditionally, red-teaming has been designed
around the interests of organizations that are building technical systems, focusing
on improving the security and safety of those systems; the societal benefits of
robust security red-teaming are secondary effects. It typically asks: What
vulnerabilities need to be addressed to make a system more resilient to attacks or
less likely to cause harm? However, novel experiments in public red-teaming shift
the focus toward community interests, reframing the core question: How can the
public assess and respond to a system’s uncertainties, enabling more cautious and
informed use? This shift is evident in qualitative studies of red-teaming in the wild,
where researchers identified a key distinction: professional red teamers “are
explicitly looking for ‘failure modes’” of genAl models, while individuals engaged
in jailbreaking “are often looking to get the model to obey.”*° This distinction
highlights an adversarial exercise of agency—users pushing models to misbehave
not just as an intellectual challenge, but as a way to test and exploit their
boundaries. Beyond their ability to manipulate these systems, publics are
increasingly recognized as cultural experts and key stakeholders in defining what
Al harms look like. They are positioned as both the first to experience and the last
line of defense against the consequences of model misbehavior. When end-user
populations engage responsibly with genAl models, they contribute not only to
lowering the likelihood of AI harm but also to shaping the broader discourse on Al
safety and governance.

This prioritization of people, rather than systems, is central to how deliberative
public feedback is organized within community red-teaming efforts, which
typically: (1) emphasize competitions that reward expertise in identifying diverse
failure modes, and (2) raise awareness and provide educational opportunities to
help participants understand how genAl systems can fail. Beyond their potential to
contribute to Al safety and the specter of embarrassing public incidents such as the
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controversy over images showing multi-racial Nazi-era German soldiers generated
by Google’s Gemini in February 2024, both organizers and participants see
community red-teaming as more than just a technical exercise.>* These events are
framed as opportunities to engage with a like-minded community and deepen
public understanding of genAl systems to ultimately achieve a different shared
purpose: scaling up public conversations on potential consequences of genAl. As one
participant of the GRT event at DEF CON put it, “I get to be around all these
extremely intelligent people and learn so much.”52 At the same time, they also
function as competitive spaces where individuals can demonstrate their expertise
in uncovering system flaws—as Samantha put it, “There is always going to be some
person who is going to perform, if you have these challenges, way better than
anybody else.”?3 This dual nature of community red-teaming—both as a
collaborative learning space and a competitive testing ground—left some
participants with mixed feelings. For instance, Zuri, a community college student,
reflected on the tension she felt about her participation in such a competition:

I have two perspectives on it. One, I think there are a couple of reasons
why it’s good. Because you have the justice aspect of changing power
dynamics, and [ensuring] equitable development of AI. We have diverse
data sets, open evaluation. I also see it from a negative standpoint,
because I was worried about data privacy. [... By participating] you’re
giving something away that is valuable to [developers], whether you
know it or not. People may not have the knowledge or consent even
available to participate in some of these studies and would unwillingly
or unknowingly give away their information, because that’s way more
valuable than their feedback. Because from the outside optics,
[community red-teaming events] makes it seem like, “Oh, look, these
companies are really cool.” They’re gathering feedback from
communities, but on the inside, they’re just harvesting data, which is
way more [...] useful to them.54

Despite these mixed feelings, raising awareness about genAl models remained
central to the organization of community red-teaming events, particularly in
discussions around the ethics of access. Amari, reflecting on the DEF CON event,
highlighted this concern:
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A lot of people from my community hadn’t heard of [the DEF CON event]
or didn’t know anything about it. I want that to be different in the future.
I know how important it is because [of the difference between] the kids
that are on a chatbot now at [age] eight versus the Black community, who
might be anywhere else. It [will] have large effects; in a year’s time that
eight year old could be doing this and that, get all of his homework
done, and have all of this extra free time. I want to close that gap [for my
community].5s

Beyond education as an outcome, community red-teaming events serve as spaces to
explore and contest ethical concerns that matter to the public. Students engaged
not only with issues of fairness and bias but also demonstrated an intuitive grasp
of how and why bias manifests in genAl models. As Amari continued: “Yes, the
Black community is definitely harmed by [...] Al because we have the least amount
of data. Al is all based on data. So if you have [less] data about a person, you will
find that [these systems] easily make mistakes [...] because [they] do not have
enough data to know that that’s offensive or incorrect.”>¢ These events also
function as sites for crystallizing critical thinking about model behavior, providing
participants with the tools to interrogate Al systems and their broader societal
impacts.

Finally, the expectation that communities will engage with genAl models can
sometimes clash with their readiness to do so, particularly when it comes to
identifying and understanding model misbehavior. Returning to Samantha’s earlier
point, the public does not need to be involved in every technical detail of Al design
and development. The key question is when, who, and how to involve members of
the public in these processes while balancing expectations around their
contributions. Some participants felt that red-teaming is a learned skill and that
community red-teaming events should not only measure participants’ interest in
genAl but also assess their level of understanding to ensure meaningful
engagement. As one participant of the purple teaming event at Greenwood, Tulsa,
reflected:

It is not a one size fits all [event. Participants should be] incentivized to
actually explore more. But in a healthier sense, it’s not like information
overload. [...] For me just being in that room [during the purple-teaming
event in Greenwood, the skill level of participants] was like easily level
zero to level one. [... When you’re only at a beginner level, such an event
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can be overwhelming.] It’s kind of hard to give caviar to a baby. I feel like
that’s what was happening there. Give the baby milk, then give them soft
foods and fruit, then move to solid, then change the portion size. So I
just think that there’s a way to do it. We can’t rush it. [...] You can’t
impact anything, if you don’t even know what your impacts are and the
thing to impact are people, like people are really your focus group. If we
can’t understand that, what are we doing?57

Slowly building expertise among the wider public and creating space for
communities to explore and articulate their interests and concerns is central to
organizing deliberative public feedback through community red-teaming. These
events reflect distinct expectations of public participation, including: (1) becoming
familiar with and learning how to use genAl in everyday life; (2) engaging in
collective decision-making processes to address the emerging consequences of
genAl; and (3) drawing on personal experiences, expertise, and perspectives to
contribute to Al design and to identify failure modes in genAl systems.>® These
expectations, in turn, shape the methods used to organize public participation and
the nature of the deliberative feedback emerging from these events. For developers,
the value of community red-teaming lies in generating instrumental public
feedback—from red-teaming datasets to a broader understanding of subjective
targets of evaluation, such as diverse conceptions of Al harms and deeper insights
into the contexts of normal, instead of adversarial, use of genAl models.>® For
members of the public, these events create spaces for deliberation—allowing them
to interact with genAl systems, learn from one another, develop their own
understanding of the systems’ workings and limits, and, at times, engage directly
with Al and domain experts.

To conclude our analysis of public feedback, the case studies we followed reveal
how experimental publics operate across a spectrum of instrumental and
deliberative feedback. The Adversarial Nibbler Challenge exemplifies instrumental
feedback: it solicits targeted failure modes to refine system behavior, emphasizing
adversarial rigor and detailed annotations of harm. By contrast, the Greenwood
purple-teaming event centers deliberative feedback, positioning red-teaming as a
mode of community reflection, ethical inquiry, and collective engagement with
genAl systems. The DEF CON GRT event occupies a hybrid space, blending
structured expert-led evaluation categories with open public participation—staging
a dialogue between technical benchmarks and diverse civic concerns. Mapping
these events against our conceptual framework highlights how the design of
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participatory infrastructure—its format, affordances, and framing—shapes the
epistemic and political character of public involvement.s°?

Conclusion

While red-teaming has become a prominent method for evaluating genAl systems,
it is only one among many overlapping mechanisms of Al governance. Evaluation—
especially when it includes public participation—intersects with audit regimes,
transparency requirements, impact assessments, and broader regulatory
frameworks. The role of experimental publics, then, is not merely to test Al models,
but to expand the scope of what counts as valid input into how systems are shaped,
judged, and legitimized. Public evaluation can complement expert audits by
surfacing situated harms, elevating contestation, and challenging assumptions
embedded in technical design. It also exposes the limits of existing regulatory
logics, particularly when participatory feedback exceeds the narrow boundaries of
what current Al risk management regimes define as ‘safety.’ Integrating evaluation
into a more pluralistic governance ecosystem demands attention to these tensions—
and to the epistemic and political stakes they carry.

Along these lines, Seth Lazar, drawing on democratic ideals of freedom, equality,
and collective self-determination, argues that the exercise of power in AI must
satisfy a strong publicity requirement: “reasonably competent members of the
governed community must be able to determine that they are being governed
legitimately and with proper authority.”61 In this framework, publicity imposes
obligations on those in power, including the duty to explain their decision-making
to their political community. Similarly, Reuben Binns suggests that the democratic
ideal of public reason could help navigate reasonable disagreements over
governance norms. He cautions that accountability efforts—which enable
meaningful scrutiny of whether Al governance actors fulfill their legal, political, or
societal obligations—risk being undermined by reasonable disagreement over what
constitutes legitimate governance.s2 Drawing on the political philosophy tradition,
Binns advocates for grounding algorithmic accountability in “common principles”
that citizens can broadly accept, rather than in “controversial propositions which
citizens might reasonably reject.”%3

This challenge of legitimacy in decision-making within democratic governance lies
at the heart of the Lippmann-Dewey debate over the roles of the public and experts
in organizing for democracies. Their positions are not in binary opposition but
rather represent differing views on the primacy of publics and experts along a
spectrum of how decision-making processes are organized—from self-governance,
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where decisions are made collectively, to technocracy, where decision-making is
entrusted to experts. Navigating this spectrum requires both scaling down public
concerns into micro-scale representations that experts can reconcile and scaling up
opportunities for deliberation, allowing the public to engage with the macro-scale
consequences of these decisions. In functioning democracies, this interplay
between scaling down and scaling up is fundamental to sustaining public
experimentalism.

Yet this push and pull between scaling down and scaling up public participation in
decision-making processes becomes even more fraught and contested in reckoning
with the uncertainties inherent in complex systems.®* As Sydney Dekker warns,
under the pressures of shifting environments, unpredictable technology, and social
normalization of growing risks, stakeholders may become increasingly detached
from governance processes—allowing systems to drift into failure.¢> Dewey cautions
that democratic institutions face a similar threat when we act,

as if our democracy were something that perpetuated itself
automatically; as if our ancestors had succeeded in setting up a machine
that solved the problem of perpetual motion in politics.6¢

Just as “validation of minority opinion and an encouragement of dissent” are vital
for countering safety failures in technical systems, Dewey reminds us that
processes that enable “deliberation,” “discursive contestation,” and “critical
feedback” are essential safeguards against democratic failures.®” This insight is
particularly urgent as Al governance risks veering toward technocratic or even
authoritarian control. While scientific expertise is foundational to modern
democracy, democracy itself is foundational to scientific advancement. Together they
engender the conditions of possibility for public experimentalism. Those who
recognize the necessity of robust public input in shaping genAl systems—including
the computer scientists designing and deploying them—must actively seek methods
and infrastructures to foster experimental publics that generate both instrumental
and deliberative feedback.
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