
Participation versus scale: Tensions in the practical demands on participatory AI

Ongoing calls from academic and civil society groups and regulatory demands for the central role of affected
communities in development, evaluation, and deployment of artificial intelligence systems have created the
conditions for an incipient “participatory turn” in AI. This turn encompasses a wide number of approaches
— from legal requirements for consultation with civil society groups and community input in impact
assessments, to methods for inclusive data labeling and co-design. However, more work remains in adapting
the methods of participation to the scale of commercial AI. In this paper, we highlight the tensions between
the localized engagement of community-based participatory methods, and the globalized operation of
commercial AI systems. Namely, the scales of commercial AI and participatory methods tend to differ along
the fault lines of (1) centralized to distributed development; (2) calculable to self-identified publics; and (3)
instrumental to intrinsic perceptions of the value of public input. However, a close look at these differences
in scale demonstrates that these tensions are not irresolvable but contingent. We note that beyond its
reference to the size of any given system, scale serves as a measure of the infrastructural investments needed
to extend a system across contexts. To scale for a more participatory AI, we argue that these same tensions
become opportunities for intervention by offering case studies that illustrate how infrastructural investments
have supported participation in AI design and governance. Just as scaling commercial AI has required
significant investments, we argue that scaling participation accordingly will require the creation of
infrastructure dedicated to the practical dimension of achieving the participatory tradition’s commitment to
shifting power.
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I. Introduction

Many methods to increase fairness of algorithmic systems do little on their own to shift power from those
who design and deploy them. Indeed, the power and the capacity to shape AI systems is largely vested in the
occupational class of “the coding elite” — the politically and economically privileged developers employed
by technology firms and the academy (Burrell and Fourcade, 2021). However, there is now a clear
movement towards new models of AI design and deployment within scholarship on AI equity,
accountability, and transparency that emphasizes the participation of people who use or are affected by
AI/ML systems. This paper interrogates how this “participatory turn in AI” (Birhane, et al., 2022; Delgado,
et al., 2023) intersects with the scale of globalized AI systems.

This move within scholarship raises many questions: Whose preferences are used to set the parameters of
algorithmic systems (Lee, et al., 2020)? Which datasets should developers use (Paullada, et al., 2021) and
how are these datasets created (Denton, et al., 2020)? What assumptions about affected communities
underlie the training, testing, and use of algorithmic systems (Scheuerman, et al., 2020; Stark, 2018)? How
does the system shift or consolidate political power (Kalluri, 2020)? Who sets the conditions of measuring
and assessing an algorithmic system’s impact (Metcalf, et al., 2021; Moss, et al., 2021)? Broadly, these
questions point towards an expansion of the scope of who participates in the design and governance of
algorithmic systems, or as Robinson (2022) puts it, “share moral burdens across a community — rather than
delegating to technicians.”

Amid these open questions about the nature of participation, we note an emerging trend among developers
and practitioners to invest in diverse forms of participation as aspects of their ‘AI safety’ research and
governance priorities, particularly with respect to large language models (LLMs) and their public-facing
applications. The domain of AI safety is poorly bounded at present — it encompasses both near-term risks of
harm to existing people, and very-long-term ‘existential’ risks to a hypothetical future. What ties those time
scales together is the challenge of coding ‘intelligent’ probabilistic machines to reliably behave in a manner
that is aligned to human values and interests, also known as ‘the alignment problem’ (Gabriel, 2020; Leike,
et al., 2022). In the AI safety domain, participatory methods have emerged as a possible answer to one factor
of the alignment problem: to whose values and interests should the machine be aligned, and how should
those parameters be elicited from those people?

Typically the approaches favored by major industry actors have treated participation as a route for writing or
refining rulesets that will guide the behavior of products that developers have already made. Researchers at
DeepMind have proposed the SocioTEchnical Language agent Alignment (STELA) method, which uses
intensive, small focus-groups consisting of under-represented groups for “community-based rule elicitation”
(Bergman, et al., 2024). Inspired in part by the Design from the Margins methodology (Rigot, 2022;
Harrington, 2020), STELA seeks to establish a general ruleset by inviting a small number of people from
“differently situated” groups historically excluded from social power. For example, they found that starting
from the perspective of marginalized groups elicited a distinct set of fairness principles. In contrast,
researchers from Anthropic have focused on a participatory governance model they call “constitutional AI”
that would limit the behavior of machines in the way a constitution sets limits on the operation of a
government (Bai, et al., 2022; Roose, 2023; Anthropic, 2023a, 2023b). This solicits crowdsourced input
from a much larger and broader set of people to provide feedback on a proposed constitution derived from
global human rights documents, to inform the reinforcement learning stage of model development [1].
OpenAI has used a grant-making endeavor to identify methods for “democratic inputs to AI,” funding a
variety of experimental approaches that translated public or lay-expert inputs into ruleset outputs in the form
of ‘values cards’ that developers can deploy (Eloundou and Lee, 2024). Bridging these different approaches
from major developers of AI is the search for a set of rules that can be coded into their centralized, powerful
models. Public participation serves two purposes in these cases: (1) affording their governance practices a
degree of political legitimacy, and (2) further refining their technical safety measures as code. What this type
of public participation is not designed to do is grant the public any ability to contest, reject, alter, or assent to
the development or deployment of any given system.
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In contrast to this approach, the ‘participatory turn’ in critical AI ethics and fairness literatures is an
emergent move towards governance and design practices that enrolls users, affected peoples, or the general
public into decision-making processes over how AI systems should be designed and governed. The purpose
of public participation is contested, but is often framed as a way to infuse technological systems with public
accountability — especially given their widespread societal impacts and disproportionate harms on
marginalized people (Birhane, et al., 2022). To date, there is also little agreement on what methods
constitute participatory AI; it has yet to have any clear effects of shifting power toward people and
communities who are affected by these systems (Delgado, et al., 2023; Groves, et al., 2023). Vital to these
efforts is the heuristic that the measure of meaningful participation is the degree to which it localizes
decision making power within affected communities (Le Dantec and Fox, 2015; Arnstein, 1969; Harrington,
et al., 2019). Importantly, this orientation often anchors participatory methods within specific
neighborhoods, organizations, and community groups — it operates on a localized context.

Compare this orientation to the globalized scale at which commercial AI operates today: Twitter/X feeds
stretch across national and language contexts, and ChatGPT interacts with users from anywhere with an
Internet connection and AI systems for sensitive use cases like hiring and criminal justice are sold across
many jurisdictions. Scale is not the same as size or bigness, even though it is colloquially understood as
such. Previous work from the sociology of science reminds us that scale is the enabling condition for
changes in size. It is the assertion — or imposition — of similarity across many different technological,
social, geographic and ecological contexts that are otherwise distinct and diverse (Gillespie, 2020; Ribes,
2014; Tsing, 2000). Put another way, scale is not localized. While there is certainly bigness in the ideology
and practices of AI development and deployment — e.g., large language models with ever more parameters,
global race on foundation models and silicon chips, rapid user growth and adoption — it is the non-locality
and isomorphism of scale that enables such growth in size.

In this paper, we argue that this tension in scales of operationalizing commercial AI and participatory design
and research can be engaged through understanding scale as a condition of possibility for changing size
(rather than size itself), and directing resources to scaling for participation. The tension manifests in
methodological challenges for AI's participatory turn, such as: How must an impacted community for the
purpose of commercial AI design and governance be constituted, especially when it is used across diverse
contexts? Who speaks on behalf of a community and represents their concerns, when the relevant
“community” for a system consists of many different localities? When is a new participatory engagement
necessary, and when are the results of past participatory design and research efforts adequate for determining
the design and governance of future technologies? These challenges are salient to both research and policy
efforts in sustaining the participatory turn in AI.

In our close reading of scale and participation in Sections II, III, and IV, we find that the primary concern of
the participatory tradition is not localism itself, but self-determination and shifting power. Scale need not be
a barrier to these goals, even though in practice it often is. As currently operationalized by the industry,
scaling is an aggregation of power: it asserts that human lives can be rendered on a continuous computable
spectrum by data scientists in pursuit of solving objective functions chosen by industry interests (Moss, et
al., 2021). In contrast, when done well, participation is oriented towards disaggregation of power: it
acknowledges differences in people’s lives and communities, and demands that AI system designers treat
people as individuals who are capable of self-governance. Thus, we argue that the participatory turn in AI
can only be sustained when this tension is resolved by making additional infrastructural investments in: (1)
ways for communities to collectively identify problems with and act on systems across contexts; (2) formal
means for communities to designate representatives — or for self-appointed representatives to become more
publicly visible and accountable — and (3) technical resources and conventions developed by and for an
affected community that can be shared with other impacted communities. We argue that these investments
would better support the disaggregation of decision making power in and require investments commensurate
with the scale of the development of commercial AI.
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II. Scale as social infrastructure

Scale — as a question of how coordinated macro-scale phenomena emerge from many micro-scale systems
— has been a topic of consistent inquiry for social theory. Rather than simply implying bigness, scalability
of any system (whether technical, political, or economic) often presupposes that one system could be applied
across different geographies, times, cultures, and contexts without reconfiguring, in pursuit of efficiency and
profits. Summerson Carr and Lempert (2016) described scale as an “effect of people’s conceptual and
practical labor,” that institutionalizes a particular way of seeing and organizing the world. These context-
independent ways of seeing and organizing the world highlight how the work of managing scale is co-
extensive with exercising power. Scale is the sociotechnical achievement of asserting a sameness or isometry
across contexts where otherwise diverse forms of life, interests, and values are already in place. Tsing (2012,
2005) provides a powerful example of the relationship between scale and power by noting how colonial
plantation economies are a prototypical example of scalability: they transform global landscapes through the
imposition of sameness across vast contexts, in order to maintain the logic of an (artificial) commodity
market.

This points to the insight that scale is made, not found. Scale is achieved through infrastructural investments
that make isometry possible (Tsing, 2000). It refers in part to the techniques and tools that actors use —
surveys and descriptive statistics, meetings of key stakeholders, and standards to regulate work practices —
to represent and cope with the size of an enterprise. Although scale is neither novel to (nor inherent in)
digital technologies, these tools and techniques are imbricated in the ways in which scale has become a
central organizing principle and a business strategy for software development (Cutler, 2018). They are
responsible in part for the rapid propagation of AI systems across social and economic life (Seaver, 2021;
Hanna and Park, 2020; Bondi, 2000). For example, social networking platforms seek to provide all users
fundamentally the same experience even as their user base grows across the globe to billions, all without
breaking under the pressure of ever-increasing computing demands. This capability does not emerge by itself
or by accident, but instead is always a partial and temporary achievement based on investment in data
centers, software designed to facilitate scale, standardized user interfaces, publicly funded and/or open
technical protocols, and moderation policies and practices that comply with multiple jurisdictions — all of
which, in concert, enable the scaling of the service from (relatively) local to global while remaining
essentially the same.

Thus, the scalability of AI systems is the result of massive investments in building social and material
infrastructure around living with data and computation including prior telecommunications infrastructure
like fiber optic cables (Burrington, 2016), data centers (Hu, 2015), Internet protocols (Edwards, 1998),
standards bodies (Mathew, 2014), Internet service providers, natural resources (Crawford, 2021),
crowdsourced labor (Gray and Suri, 2019), computer science researchers (Abbate, 2000), defense funding
(Edwards, 2010; Mathew 2014), hardware and software development firms (Plantin, et al., 2018), consumer
technologies, and more. The political economy of big tech emerges from a particular, historically specific
approach to scale that demands that its products and business models become relentlessly devoid of a sense
of place, time, context, and community. An immediate consequence of such demands is that commercial
actors seek the quickest path to a return on their investment and are thus incentivized to deploy a single
model or system, rather than build a diversity of systems that suit varying needs or allow localized
communities to demand that systems interact with their communities differently. The ability of global digital
systems to operate “at scale” is thus a type of social infrastructure: it is an ordering of social relations and
background technologies that makes a diversity of scaled systems possible (Star, 1999; Star and Bowker,
2010).

The present-day fact of the deployment of commercial AI over global geographies presents a unique
challenge to the application of the participatory traditions in HCI and shared governance described below.
As we will detail, participatory governance and design methods converge around a commitment to locality;
simply put, people are not the same everywhere. A global computational system covers many differing
communities that should participate in its design and governance. The size of a single commercial system
encompasses a plentitude of small communities and heterogenous needs. Including more communities in
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participatory methods requires more resources and time, and has practical consequences for whether and
how the work of participation is accomplished. However, by distinguishing between scale and size, it
becomes possible to ask a slightly different question: how is the size of systems achieved? Could it be
achieved in a manner with different openings for shared design priorities and governance? Is dislocation a
necessary artifact of scale — that is, would the participation of one group always be applied outwards to
others who were not involved — or could different infrastructures of scalability work to empower affected
communities to express a diversity of preferences and interests? What other social infrastructures might be
compatible with AI systems and more localized and/or participatory governance?

III. Challenges of organizing participation in AI design and governance

The core commitment of the participatory turn in AI is centering the most impacted people and communities
in the design and governance of such systems, and making the design and internal policies and practices of
AI systems porous to external input and/or control. Multiple parties have called for such participation as a
model for making AI systems more just and equitable (Delgado, et al., 2023). For certain applications —
such as cataloging languages underrepresented in AI applications or establishing data rights for indigenous
populations — participatory research practices are essential to effectively contextualize and realize the value
of the sociocultural data collected (Birhane, et al., 2022; Jo and Gebru, 2020).

There is a growing body of scholarship on AI applications that invoke participation as a central value and
methodological commitment, including, but not limited to: citizen juries to integrate the public’s values in
national responsible innovation agendas (Balaram, et al., 2018); participatory problem formulation to ensure
that AI applications are designed for “deep problem solving” that addresses stakeholders’ real needs (Martin,
et al., 2020); mobilizing the goals and organizing capacity of social and labor movements to govern AI for
social good (Bloch-Webha, 2022); integrating the perspectives of refugees and disaster survivors in digital
humanitarianism (Berditchevskaia, et al., 2021); engaging with worker perspectives on the design of worker
well being measurement and management systems (Lee, et al., 2021); inclusion of advocacy groups in the
construction of AI oversight toolkits (Katell, et al., 2020); and voluntary and consented benchmarking
models such as Meta’s Casual Conversations (Hazirbas, et al., 2022) and Alphabet’s Monk Skin Tone scale
(Doshee, 2022).

Under increasing public pressure, tech companies have also sought out civil society feedback and
participatory engagements. Two recent studies surveying participatory AI practices in commercial AI labs
found some common themes that demonstrate the challenges of meaningful participation. Groves, et al.
(2023) interviewed practitioners at commercial AI labs responsible for engaging the public in participatory
AI efforts. They found that even inside of companies doing this work there is little agreement about
standards for and the purpose of satisfactory participation, leading to a diversity of ad hoc methods within
and across companies and being subsumed under risk management frameworks. They claimed that
characteristics that would seem to motivate participatory AI adoption — concerns about consumer
exploitation, pursuit of profit motive, etc. — actually become barriers to its adoption inside of cautious tech
companies unfamiliar with public engagement. Delgado, et al. (2023) similarly found that there was no
consensus about the how and why of participatory AI among practitioners. They noted, “most current
participatory AI efforts consult stakeholders for input on discrete implementation parameters, rather than
empower them to make key AI design decisions.” They identified a tension between the practitioners’
original motivations for participatory work and the practical constraints of the work such as time and
resources. This tension results in a shift toward proxies for participation that achieve the appearance of
consultation without the empowerment of affected communities implied by rigorous participatory design or
governance practices.

Platform companies have increasingly engaged in attempts at participatory governance not directly related to
AI applications, by soliciting both user and expert feedback, partly for practical reasons of scaling their
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operations and partly in response to intense public backlash (Klonick, 2020; Dvoskin, 2023) and shareholder
activism (Bass, 2021; Rydzak, 2022). Caplan (2023, 2022) has described this emergent approach as
“networked governance,” which spans such diverse efforts as crowdsourced content flagging, consultation
with academic experts and civil society organizations, user councils, and trust and safety or content
moderation policy committees. Networked governance infrastructures and institutions represent “efforts to
distribute the responsibility for content policy-making and enforcement,” both to counter claims of
centralized power, and to address resource and functional needs required to operate at scale (Caplan, 2023;
see also Gillespie, 2018). As Gillespie (2020) pointed out, debates on resources required for content
moderation often invoke the “problems of scale” as a “discursive justification” for policy decisions such as
investing more heavily in quasi-automated content moderation systems.

The ongoing troubles of tech companies with achieving meaningful participation has engendered concerns
that invoking any intervention as “participatory” can imply the consent and collaboration of affected
communities in a way that places them at risk of co-optation by more powerful actors (Ahmed, 2020).
Sloane, et al. (2022) warn of the harms of extractive and exploitative forms of participatory practice in data
science — a phenomenon called participation washing. They argue that many participatory consultations run
the risk of failing in the face of the impetus toward “context-independent scalability” in developing AI; the
key to avoiding these harms is for such participatory consultations to be more context specific and about the
lived experiences of the consulted communities with particular systems.

A similar set of challenges can be observed in ongoing efforts of legislators in proposing community
participation and consultation in various degrees as a regulatory obligation. While municipal-scale
participation defines concrete participation mechanisms (Gilman, 2022), national efforts remain
underspecified. One global comparison of national strategies for AI governance concluded that they often
referred to the value of public participation, but “were usually abstract and consistently overshadowed by
other roles, values and policy concerns” (Wilson, 2022). For example, the EU’s Digital Services Act
distributes content moderation responsibilities to “trusted flagger” organizations tasked with identifying
illegal material (Caplan, 2023; Morar and Santos, 2022; European Parliament, 2022), and Article 35 of the
General Data Protection Regulation (Council of the European Union, 2016), which governs data collection
and processing in the EU, requires that “[w]here appropriate, [data controllers] shall seek the views of data
subjects or their representatives” (Council of the European Union, 2016).

In the United States, the Senate has considered — but not passed — some version of an Algorithmic
Accountability Act since 2019, specifying that developers must “meaningfully consult” with
“representatives of and advocates for impacted groups, civil society and advocates, and technology experts”
as often as necessary to conduct algorithmic impact assessments (Wyden, 2022). In light of congressional
inaction, the Executive Branch has stressed the importance of public participation in technological regimes.
The 2023 Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence (AI), calls for a
coordinated, federal government-wide approach toward AI governance that requires “engagement with
affected communities” (Federal Register, 2023b). For instance, to prevent unlawful discrimination in federal
programs using AI, the Order mandates that federal agencies “consider opportunities to increase
coordination, communication, and engagement about AI as appropriate with community-based
organizations; civil-rights and civil-liberties organizations; academic institutions; industry; State, local,
Tribal, and territorial governments; and other stakeholders.” This emphasis on public participation echoes
similar executive branch statements regarding AI in the White House’s Blueprint for an AI Bill of Rights
(2022) and the National Institute for Standards and Technology’s “AI risk management framework”
(National Institute of Standards and Technology, 2023), which are consistent with the Biden White House’s
push for greater public participation across the regulatory state. Along similar lines, the Executive Order on
Modernizing Regulatory Review (Federal Register, 2023a) requires that all federal agencies’ “regulatory
actions ... be informed by input from interested or affected communities.” Executive orders, however, are not
enforceable as law, and can be overturned by subsequent administrations.

All told, these legislative and regulatory moves around participation thus far illustrate the challenges of
participation at scale — local or municipal governments have historically been the most rigorous to date
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(Gilman, 2022), whereas the national scale can often be vague or underspecified. Meanwhile, technology
companies have not invested in infrastructures for local input and governance in international contexts,
which has often resulted in harm. Today we have access to abundant knowledge and know-how to scale up
technical infrastructures but less about the social infrastructures that would be necessary to organize
meaningful public participation to meet this need. In the next section, we illustrate how understanding the
challenge of infrastructuring for meaningful participation requires a deeper understanding of the
participatory design tradition and its commitments.

IV. Community-based methods to organize participation

There is a substantial history of research and implementation of participation in technology design,
particularly in the field of human computer interaction (HCI) and the approach of participatory action
research. A close look at lessons drawn from the participatory tradition demonstrates that while participatory
methods tend to act on local context, their primary commitment is not to localism but to shifting power.
Participatory methods tend to act on local context, but we can draw lessons from this lineage of participatory
methods for modern technologies of scale.

Participatory design in the field of human computer interaction (HCI) enrolls users in the design process
with the aim of better supporting their interests and goals (Carroll and Rosson, 2013; Muller and Druin,
2012). Many accounts locate its origins in Scandinavian countries in the 1970s. One seminal project, a
collaboration between researchers at a Norwegian computing institute and a union of iron and metal workers
(Nygaard and Bergo, 1975) emerged from an effort to defy the ways that datafication was being used
unilaterally by employers to rationalize working conditions that harmed workers. The research team worked
closely with union workers to understand the effects of computerizing the workplace and to define their own
tactics and goals in response. In the successive decades, multiple technology designers have sought input
from users in the design process. Participation falls on a spectrum from eliciting one-way feedback from
users to a more longitudinal, intensive collaboration between users and designers to “co-design”
technologies (Sanders and Stappers, 2008). However, there continue to be ongoing contests over what is
considered “participation” (Graham and Rouncefield, 2008; Krüger, et al., 2019); the question of what
“counts” as participation is not only methodological, but political (Balka, 2010). Some participatory design
work is critiqued for furthering commercial interests (Irani, et al., 2010; Bratteteig and Wagner, 2016; Balka,
2010) rather than pursuing means for design to reflect the culture and values of users (Friedman, et al., 2017;
Abokhodair and Vieweg, 2016). In line with this assessment, design methods with a strong commitment to
democratic processes and shifting power (Corbett and Loukissas, 2019; Le Dantec and Fox, 2015; DiSalvo,
et al., 2008) are primarily practiced at a local level with community groups, neighborhoods, and in shared
spaces. For instance, Christopher Le Dantec and Sarah Fox (2015) and Carl DiSalvo, et al. (2008) reflect on
the value of participatory design as tied to its enactment at a local level that requires deep collaboration to
sustain relationships.

In the context of sustaining relationships, participatory design in HCI is also influenced by participatory
action research, which is an approach to community-based research that follows the lead of relationships
with organizers and organizations affected by a given issue to achieve social change. It is practiced at the
scale of communities, defined either geographically or by shared identities (Israel, et al., 1998). Its value
commitments were formalized in the late 1970s via a set of principles to: (1) assert the need for community
self-determination; (2) foster partnership across all phases of a project; and (3) collaboratively define and
solve problems with and for communities (McTaggart, 1991). It aims to restructure decision-making power
between researchers and participants, and to support community mobilization (Gaventa, 1988). While its
complex history defies an easy origin story, this tradition draws inspiration from the work of Paulo Freire’s
(1978) pedagogy of the oppressed, feminist epistemology and praxis, and grassroots civil rights and workers
movements across the U.S., Latin America, and South Asia.
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The influence of participatory action research on HCI has brought attention to the contours of race and
power in participatory design as a vector for unintentional harm (Harrington, et al., 2020, 2019). Scholars
have examined power relations in HCI participatory design workshops and found a negligence of
community strengths, lack of historical context, and silencing of participants’ experiences in the rooms
where “engagements” happen. These scholars aim to extend the participatory action research tradition (Fox,
et al., 2017; Hayes, 2011) with an explicit focus on race and marginalized communities in prioritizing
community self-determination and collaborative problem-solving. Participatory methods only serve
democratic ends when community members are considered decision-makers and when they are present and
actively involved when project decisions are made.

As HCI draws more deeply from the participatory action tradition, methods are usually applied at the scale
of small groups in community centers or collaboratively facilitated by community members themselves
(Harrington, et al., 2019; Dillahunt and Veinot, 2018). Harrington, et al., (2019) emphasized the importance
of engaging communities as rooted within a specific locality: “We define community as settings where
individuals share a geographic proximity in which they work and live, in addition to sharing access to
resources. As a result of this proximity, these individuals often share similar societal relations, common
environmental challenges, and barriers” (Harrington, et al., 2019). At larger scales, a commitment to
individuals’ voices and contributions is more challenging to implement in the face of time and resource
constraints. Resource-intensive participation also sits in tension with constraints introduced by incentive
structures and funding schemes (Young, et al., 2021).

This brief account has only focused on recent community-based interventions in the field of HCI. There is a
long and complex history of research on participatory design within computational and social sciences that
has explored a multiplicity of methodological approaches and grappled with the problem of what constitutes
meaningful participation. Different traditions, applications, and contexts of operationalizing participation
have mobilized the concept in diverging ways. Fields with deeper experience in public engagement like
urban planning have articulated the instabilities in the meaning of participation as a matter of degree. Along
these lines, foundational work by Sherry Arnstein (1969) on the “ladder of citizen participation” asserts a
spectrum of citizen involvement in decision-making from non-participation and tokenism to partnership and
citizen control. The work of building towards meaningful participation is not a matter of finding the “right”
community to engage with or articulating the “true” representation of affected communities. It is rather a
matter of grappling with equity in exchange, balance of power relations, and practically achieving
community self-determination. In the next section, we dive deeper into the tensions of scaling meaningful
participation in the context of commercial AI.

V. How social infrastructure for participation can contend with key tensions

The tensions between the localized focus of the participatory tradition and the international scale of
commercial AI raise challenges for pragmatic application of known methods, and require both nuanced
negotiation with community self-identification and value commitments that support equity and agency.
These tensions are neither resolvable with ‘solutions,’ nor indicative of incommensurabilities that cannot be
addressed. We bring attention to these tensions not to eliminate them — that would be impossible — but to
point to the social infrastructures that could sustain a mode of participatory engagement which redistributes
power toward the people most affected by AI. To achieve this end, we argue that the participatory tradition
remains a valuable resource for commercial AI governance, but will require commensurate forms of time
and resource investment in novel infrastructures, social structures, and legal regimes. We identify three
tensions in the pursuit of practical application of participatory methods. The first is pragmatic; machine
learning models are a difficult design material for engaging with participatory methods. The second relates
to divergences in identity categories; identities that are salient to participatory research tradition vis-à-vis the
operation of technical systems. Finally, the third focuses on the value placed on participation; differences in
approaches that rely on placing intrinsic vs. instrumental value on participation in developing AI systems.
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Tension 1: Materiality of AI is a constraint for participation

AI is “a new and difficult design material” (Dove, et al., 2017) — it can be slippery and unpredictable
(Yang, et al., 2020; Ehsan, et al., 2023). The differences in materiality of AI when compared with traditional
design materials is a major reason why user-experience (UX) design innovations in AI are challenging
(Dove, et al., 2017). In traditional design, the substrate (design material) is stable and allows designers to
anticipate how it will react to user actions. However, designers are not afforded the same luxury with AI —
its stochasticity and non-deterministic nature mean that there is no guarantee that if we press the same button
twice, the results will necessarily be the same (Dove, et al., 2017; Ehsan, et al., 2023). For example, if you
prompt ChatGPT twice with the same prompt, there is no guarantee it will produce the same outputs.
Moreover, what AI does — its properties — are often emergent and not obvious during use (unlike
traditional software engineering where the outputs are more predictable). When designing with AI, it can be
hard to ‘hold on’ to the design material, which makes the design practice challenging.

When the design activity is participatory, this challenge is compounded. Whereas many participatory design
methods in HCI are geared toward engagement with a stable interface, many machine learning models
operate behind the scenes of an interface mediating the relationship between data subjects and the model.
Conversely, much of the design work of AI systems is tied to decisions that are disconnected from the user-
facing interface — from problem formulation, to dataset collection and curation, to model selection and
building, which occur well prior to the creation of the application layer that users interact with. In this sense,
AI models cannot be treated as a monolith; they evolve through the different lifecycle stages (Suresh and
Guttag, 2021) and at a distance from the users. Therefore, at each stage the needs of participation (who
participates on what with whom) can be different; at each stage of the development process what
participation means varies because of the scope of the work and who the relevant stakeholders are (Ehsan, et
al., 2021).

Tension 2: The question of identity is salient to the problem of who can/should participate

The second tension relates to diverging perspectives about who should be invited to participate based on
what attributes of a person’s identity are salient to making decisions on a technology at hand. Many
participatory methods are tied to the location where a design artifact is deployed, and thus the focus can be
on residents of an effected neighborhood or city, or members of a particular community center, school,
house of worship, or workplace. At these localized scales, people’s self-identity is immediately relevant,
including their intersectional identities along different race, ethnic, gender, religious, or class identities, or
shared lived experiences and geographic proximity. Many current applications of AI consider more
abstracted identity categories to be relevant, such as facial structure or behavioral advertising labels.
Moreover, sometimes labels imposed by a system are wholly incommensurable with the ways a person may
self-identify, inflicting a form of data violence (Hoffmann, 2021), such as the limitation to binary gender or
the lack of interracial demographic categories. This tension between bottom-up and top-down approaches is
a constitutive challenge for any participatory engagement.

Foundational work in AI ethics documents cases in which commercial AI fails along racialized, gendered,
and intersectional lines. In particular, Buolamwini and Gebru (2018) found steep performance disparities in
facial recognition technology between lighter- and darker-skinned people, particularly darker-skinned
women. Even as recent efforts have improved facial recognition model performance on people with darker
skin tones, both the problem as diagnosed by Buolamwini and Gebru — and technology firms’ responses —
have primarily been based on the reductive attribute of skin color as the salient data category for identity.
This focus on calculable phenotype is a common failure mode of other AI systems, where the machine acts
on features that can be mathematically rendered, but not on socially or culturally relevant features that
cannot be calculated or lack data (Stark, 2018). For example, computer vision technologies may perceive
members of the African diaspora as ‘the same’ because of their calculable skin tone (i.e., their skin tone can
be rendered as the same number on a standardized scale), but entirely miss socially-situated differences
between diasporic communities (e.g., African-American vs Afro-Caribbean) that may have distinct
preferences and interests about how to relate to public safety and surveillance that uses computer vision
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technologies. Industry attempts to repair AI fairness across social difference through participation has thus
far been focused on addressing benchmarking tools, such as Google’s investment in a more complex skin
tone metric for digital photography (Doshee, 2022; Google Responsible AI, 2022), rather than creation of
sustained engagements with communities that would illuminate localized differences. This has implications
for determining ‘who belongs’ in AI design efforts: is it the people that the computer groups together
according to its own parameters and capabilities, or is it the group that self-identifies according to its own
criteria?

This tension becomes readily apparent when attempting to foster engagements with technology design and
governance engagements even at the local level. An advocate or community-based participatory design
advocate does not ask ‘who has which skin tone on this benchmark dataset?’ Instead, they would ask about
social relationships, such as ‘who does this community recognize as a leader or advocate, where does this
community gather, who is currently laboring in the interests of this group?’ Indeed, there can be hundreds of
different ethnic, racial, religious, and other identity groups that are present in one jurisdiction and salient to a
person’s experience of a given system that may not be readily calculable or remain invisible in available
datasets (Onouha, 2018). This does not indicate that participation at scale is impossible, but it does demand
that moves between scales of participation are done carefully.

Tension 3: From participation as a means to an end to a commitment to valuing community control

The third tension lies between approaches that instrumentalize participation to improve a technology for
profit and those that place intrinsic value on participation less for its outcome, and more for recognizing
individual dignity, promoting democracy, and recognizing self-determination. In instrumental approaches to
public participation, an engagement is seen as a means-to-an-end, rather than a means to achieve justice
(Sloane, et al., 2022). Methods that rely on public participation instrumentally may focus on its usefulness
for improving products; these include data labor to improve systems; which Sloane, et al. (2022) stated
“upholds and improves [machine learning] systems and therefore is valuable for the owners of the[se]
systems.” It can also include approaches like red-teaming, which is a means to identify ways that a system
fails in order to improve a product (Friedler et al., 2023). Some aspects of co-design may also have
instrumental ends, as co-creating projects with communities they serve supports a project’s ultimate
responsiveness to needs on the ground, uptake, and sustainability. Participatory efforts have been criticized
as having other instrumental ends aside from improvements to systems; for instance, a participatory effort
intended to support trust in institutions may also be instrumentally valuable as a means for institutions to
continue the status quo by creating an outlet for disagreement (Ahmed, 2020).

A primary locus of scholarship on the intrinsic value of public participation of public participation is in
community-based participatory research and participatory action research, which both focus on shifting
power as the primary value of public participation (Arnstein, 1969; Hayes, 2011; Harrington, et al., 2019).
Even as these approaches seek to support a person’s self-determination, they recognize the challenges of
achieving genuine co-creation with affected communities. This commitment requires communities to be
involved from the beginning of a project, a factor that itself often relies on the existence of established
relationships with community groups that are maintained over time (Martin, et al., 2020). As Martin, et al.
(2020) described the healthcare risk assessment system that disparately failed black communities: “If the
problem formulation step had facilitated the equitable participation of African American community
members who have lived experience within the US healthcare system, it is likely this undesired outcome
could have been averted” [2]. Building these relationships at scale is difficult. It requires investments in
identifying and learning about communities, engaging in culturally sensitive outreach, and supporting
community participants with the training, financial, and other logistical resources to participate
meaningfully, and recognizing the strengths of the community in relationship with the developers, rather
than focusing solely on its deficits to improve (Harrington, et al., 2019; Gilman, 2023, 2022).
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VI. How participation can build infrastructure for scalar action

The tensions outlined in the previous section raise a deeply consequential question for participatory
methods: What might it mean to infrastructure participation for scale, and how is this infrastructure
practically achieved? In this section, we examine three examples by which community-based participation
accreted in infrastructures that allowed for distribution of decision-making and knowledge-making power to
protect people’s rights across diverse contexts. Indeed, we find that infrastructuring for new scales of
participation create conditions for advancing equity goals. These outcomes are possible precisely because of
the way scale applies the same outcomes isometrically across contexts. Each of these cases demonstrate how
attention to the local can be leveraged to create isometric change in larger contexts. Notably, the last two
cases are attempts by communities to use data that is usually used against them; these cases underscore how
participatory methods require more than just eliciting input from a broader number of people, but require
more substantive shifts in power responsive to that input. These examples demonstrate how investments in
public processes can support the efforts to shift power and decision-making to those impacted by widely-
used AI systems. We consider such efforts as exemplary instances of infrastructuring for participation at
scale.

Case 1: Surveillance ordinance as a models for localized governance of systems

First, we consider the initiative, passed in some form in many cities across the United States, to advocate for
model surveillance legislation at the municipal level. In 2017, Seattle passed the first Community Control of
Police Surveillance (CCOPS) law, aiming to provide community oversight of law enforcement surveillance
technologies. Similar laws have since been enacted by over 20 U.S. cities, motivated in large part by
concerns about over-policing of Black and brown communities and revelations of secret government
surveillance programs (Young, et al., 2019). CCOPS laws generally require city council approval before a
police agency can acquire and deploy surveillance technologies, such as predictive policing tools, social
media tracking, facial recognition technology, and automated license plate readers (Marlow, 2021).

Under the Seattle CCOPS statute, each city department must prepare a surveillance impact report (SIR) for
each technology it is using or considering adopting (Young, et al., 2019). The SIR must describe the
technology along with its potential impacts on civil rights, the benefits to the public from the technology’s
adoption, and a description of public engagement efforts — including public presentations, structured
discussions, and public feedback received. The ordinance specifically states that “[t]he community meeting
or meetings should be accessible, be noticed in multiple languages, be held in communities impacted by the
proposed acquisition, and collect information about potential disparate impacts on disadvantaged groups.” A
“Community Surveillance Working Group” is then assigned to evaluate the SIR, along with any public
comments, then prepare a privacy and civil liberties impact assessment. The surveillance technology must
ultimately be approved by the city council and remains subject to an annual equity impact assessment that
considers public complaints or concerns.

In Seattle, as elsewhere, the bill’s outcomes in achieving meaningful public participation have been mixed
(Southerland, 2023; Degroff and Cahn, 2021; Young, et al., 2019). Outcomes include greater transparency
about police use of surveillance technologies, which in turn, has led to outright bans or limits on certain
technologies. For instance, Seattle, along with San Francisco, Oakland, and Berkeley banned facial
recognition technology altogether (Southerland, 2023). However, the CCOPS laws have limitations. The
laws do not require the City Council to abide by public input; police responses can be opaque and
misleading; city officials have mixed definitional understandings of what AI systems are covered by the law;
it has been challenging to engage affected community members; and volunteer community members can
lack the resources and capacity to engage in the lengthy and complex review process (Southerland, 2023;
Degroff and Cahn, 2021; Young, et al., 2019). Further, at times, the police have ignored the legal
requirements entirely, with no accountability (Southerland, 2023) The most pointed critique of the CCOPS
approach is that it legitimizes the use of police surveillance technology (Southerland, 2023).

The evolving experience with CCOPS laws provides insights on the issue of scale and participation. The
CCOPS statutes navigate the first tension of materiality by recognizing that AI tools are malleable and
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change over time and thus require constant monitoring. For instance, the Seattle statute requires a new round
of city council approval when any technology is materially updated, including a “change the purpose or
manner in which a surveillance technology may be used.” Here, the Seattle statute contends with the second
tension of identity by requiring that the Community Surveillance Working Group have at least five
members from “equity-focused organizations” that are focused on groups historically subject to
disproportionate surveillance. The working group also assists the city council in ensuring that “members of
vulnerable communities have the opportunity to provide input and feedback” on surveillance technologies
throughout the SIR approval process. This codifies the participatory goal of representativeness, although it
has been hard to achieve in practice and it is resource intensive to reach impacted communities and provide
logistical, financial, and culturally-appropriate support for community members (Gilman, 2022). With
respect to the third tension of valuing participation, the CCOPS statute indicates some commitments to
the intrinsic value of public participation, even as the law does not provide a direct conduit for public input
to tech developers; rather, public participation in the CCOPS framework impacts municipal procurement
decisions. It has led to effective grassroots organizing and bans of certain technologies deemed harmful by
the public. Still, it does not shift decision-making power to the public; they remain in an advisory capacity
only. There is no evidence yet that this law has changed the actual design of the technologies at issue,
although it might do so as the model of participation that it imbues scales outward.

Case 2: Worker’s Algorithm Observatory

Our second case focuses on participatory methods used by the Workers’ Algorithm Observatory (WAO), led
by Dan Calacci, Samantha Dalal, and Danny Spitzberg across multiple academic institutions and the Mozilla
Foundation (Calacci, et al., forthcoming). For gig and platform workers, the algorithmic systems underlying
the allocation of work, payment, and other job outcomes are determinative — even constitutive — of a
person’s working conditions. These systems are also opaque to workers: the double bind of intellectual
property barriers and machine learning models’ complexity make it more challenging for workers to
understand the terms under which they work, and even harder to respond or challenge them. The WAO
project directly draws inspiration from the history of Marxist workers’ inquiry (Calacci, et al., forthcoming).
Marx conceptualized this model as an epistemological challenge to existing modes of social inquiry that
relied on the perspective and values of the bourgeoisie to produce numerous national economic studies about
the working class. In workers’ inquiries, workers are directly surveyed by fellow organizers as experts about
their own working and living conditions (McAllister, 2022; Mohandesi and Haider, 2013; Woodcock, 2014).
Workers’ inquiries served a dual purpose for socialist organizers: (1) to produce knowledge, and (2) to scale
their organizing efforts by creating a sense of solidarity among readers across different industries and
localities.

Similarly, the WAO project is an intervention to provide platform workers more transparency into their
working conditions by reverse engineering answers to key questions about the workings of platforms. The
first step in this work is to identify workers’ key questions. The WAO team has forged relationships with
rideshare driver organizers in two cities who have collaboratively defined high-priority questions and
through content analysis of questions posted in forums where platform workers interact. In their efforts to
answer these questions, the WAO team created a tool by which drivers could consent to sharing app data
directly with the research team. Since gig platforms do not provide an API for collecting data on trips, the
tool serves as a resource for a third-party adversarial audit. Furthermore, it does not require participation
from a large number of platform workers. A dozen consenting drivers sharing their data with WAO over
time provided data on thousands trips. Using initial results from analyzing this data, WAO has demonstrated
that rideshare companies have increased their cut of payment from workers over time and showed how pay
varies with respect to different types of trip.

Responding to the top-down administration of the gig work that limits the power of individuals to influence
platform decision making and the choices available to them in finding work, WAO is an example of
‘infrastructuring’ participation. The app that workers can install on their phones, the team’s work to produce
findings and actionable insight for the questions workers indicated were important to them, and the work to
share these insights back with rideshare driver organizers and their communities together makes up the
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sociotechnical data infrastructure produced by WAO. The findings of the WAO are likely to be coextensive
to the degree that the operations of the platform app itself are applied isometrically across contexts.

The WAO navigates the first tension of materiality by using participation not to co-design the system but
to define its impacts. WAO renders the harms that communities face into their primary focus and material of
collaborative definition and investigation. These harms are both specific and concrete. Just as the workers’
inquiry tradition supports the notion that workers are the authority on their own experiences, rideshare
drivers in WAO are experts on the impacts that AI systems have on their lives without needing technical
expertise in machine learning or AI itself. The WAO addresses the second tension of identity between the
question of who should participate and on what grounds through both direct and indirect participation: self-
identified workers describe their concerns on public forums that WAO takes as input into its analysis.
Workers also collaborate with organizers and the WAO team directly to identify high-priority questions. In
this way, the act of worker’s inquiry itself creates the set of participating workers, and the rationale by which
they represent others. WAO does not resolve important questions about who is qualified to represent or
speak on behalf of workers; however, the use of broader public forums as an input in their process arguably
increases its legitimacy as infrastructure for participation at a broader scale. With respect to the third
tension of valuing participation, WAO’s work is guided by the intrinsic value of participation in workers’
inquiry: workers deserve to know and understand their working conditions. However, it is also invested in
creating instrumental value for organizers, firms, and the wider public by fostering a public conversation on
the working conditions created by gig platforms. While no formal mechanism exists for bringing the
findings back to developers to change the platform, the findings do create a launching point for organic and
indirect change, such as via worker campaigns to make demands of companies like Lyft and Uber.

Case 3: Invisible Institute — Citizens Police Data Project

Finally, we consider the participatory model used by the Chicago-based investigative journalism
organization, The Invisible Institute, to cultivate community collaboration to examine 27,000 complaints
against the Chicago Police Department from between 2011–2015. Through a lawsuit, a team of civil rights
lawyers and advocates fought for access to the Chicago Police Department’s complaint records filed by
members of the public (Kalven, 2023; Reynolds-Tyler, et al., 2023; Thomas, et al., 2023). Two court
victories led police misconduct complaint records to become public. The Invisible Institute worked with
these records to recover the stories buried in the unstructured dataset, further obscured by the police’s
narrow categorization schema. In the Beneath the Surface project, Trina Reynolds-Tyler, Tarak Shah, their
collaborators and community members worked together in 2021 to recruit and train volunteers to survey
community members about their experiences with police violence — often resulting in highly personal
conversations about painful events (Shah and Reynolds-Tyler, 2023). The narrative qualitative data collected
by Invisible Institute’s volunteers were used as the foundation for the labeling work. The volunteers read the
stories buried within public complaints against the police department to recover lost stories of gender-based
violence and police misconduct and re-compile them into a novel dataset. They recovered over 4,000
accounts of gender-based violence, which were then used to train a machine learning tool to analyze the rest
of the unstructured dataset.

Members of the community determined the parameters by which data about their lives were to be
represented in the dataset and resulting tools. The Invisible Institute’s work to convene localized
conversations and reasoning about categories of abuse and harm allowed each case to be seen from a new
‘scale,’ as members of a class or category. All of the outputs from these conversations — the relationships,
discussion spaces, new categories, labeled data, and data visualizations — are simultaneously a socio-
technical achievement of participation and an enabling condition for advocates, journalists, lawyers, and
community members to assert power at greater scales for police accountability. The sociotechnical
infrastructure needed to analyze this data included methods to elicit a reflexive understanding of experiences
with police violence among community members. In this sense, it was collective labeling of this data that
constituted the community which was otherwise not visible to itself: those who shared experiences of police
violence in Chicago.

With respect to the first tension of materiality, the Invisible Institute coded police records themselves in
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order to produce the data that was used to train their machine learning system using data labels that were
inductively defined by community-identified harms. With respect to the second tension of identity, the
project originated with strong ties to place-based community and especially the communities of color who
most experience police violence. The Beneath the Surface project contends with the third tension of
valuing participation primarily by promoting the intrinsic value in people claiming ownership in something
that was done to them — specifically, harms done to them — untethered from the emergent outcomes of this
process of owning an experience and reliving its trauma.

VII. Conclusion

The hope for a redistribution of power through participation in technology development and governance
depends in large part on the epistemic authority of ‘situated standpoints’ (Haraway, 1988; Corple, et al.,
2020; Ehsan, et al., 2023). All people have limited and imperfect knowledge of the world, which can only be
achieved from within a contextual ‘standpoint’; in many cases, those who occupy a ‘standpoint’ that is
excluded from social and political privilege may have a better understanding of how social and political
systems actually operate. For example, the parent who has to negotiate their way through a child welfare
bureaucracy may not know how deep learning techniques work, but they likely have a better understanding
than any member of the coding elite of how to navigate the consequences and exigencies of a social benefits
distribution algorithm (Eubanks, 2018). The moral case for participatory AI is that those who are closest to
the consequences of technology have authoritative and unique knowledge of how sociotechnical systems
function, and should have substantial power to determine how these systems are designed and operate.

In contrast, the epistemic authority of the machine learning industry derives from a directly opposed source:
the non-situatedness of modeling. People occupy situated standpoints, models do not. Machine learning is a
practice of abstracting away from the type of contexts in which people actually live — a machine learning
model is a mathematical description of how to efficiently achieve a desired outcome that is derived from
historical data about how that task was carried out many, many times previously. While every piece of
training data was collected in a context, the purpose of the abstraction is to find a rule that can be applied
generally without reference to context. That model is therefore also abstracted away from core social
concepts like ‘fairness’ and ‘justice’ (Selbst, et al., 2019). Modeling is definitionally the creation of an
abstraction, and the economic value of that abstraction typically increases as it is repurposed outside the
context of its collection. It takes a lot of labor and energy to create a machine learning model, so economic
efficiency demands it be put to ever-more general purposes. Machine learning models are therefore part of
the infrastructure of scale because models are inherently isometric, and are now a core aspect of how the
technology industry centralizes power. Modeling imposes sameness across contexts.

The tensions between scale and participation are therefore not at root about differences in size, but about
differences in who has authority, how that authority is achieved, and what can be accomplished with the
power that authority brings. Size is certainly a constraint — particularly around the resources necessary to
achieve meaningful participation — but it is not inherently incommensurable with meaningful participation.
Once we recognize scale as a sociotechnical achievement that enables changes in size, then the central
question about the success of participatory AI for redistributing power becomes what methods and
infrastructures bridge the epistemic authority of participation with the epistemic authority of algorithmic
modeling. How can a community meaningfully participate in building datasets that are meant to be an
abstract representation? And how can communities meaningfully engage with models based on their datasets
that produce insights about their bodies of knowledge and lived experiences? Participatory AI-based tools
not only are built on data that represents bodies of knowledge and lived experiences of communities, but
also must produce insights that are meaningful for communities and promote their interests. In conclusion,
we offer a broad orientation for the ongoing efforts to think through and practically achieve this turn. 
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Notes

1. Anthropic’s constitutional AI is similar to polling (Collective Intelligence Project, 2023) and citizen
assemblies (Ovadya, 2023; Seger, et al., 2023) proposed by other researchers to accomplish the same task.

2. Martin, et al., 2020, p. 2.
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