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Abstract 
 
Red-teaming is an emergent strategy for governing large language models (LLMs), which borrows 
heavily from cybersecurity methods. Policymakers and developers alike have leaned heavily into 
this promising, yet largely unvalidated approach for regulating generative AI. We argue that AI red-
teaming efforts address a particular and unique moderation need of LLM developers: scaling up 
human mischievousness by inviting a wide diversity of people to make the system misbehave in 
unsafe or dangerous ways. However, there are significant methodological challenges in connecting 
the practices of AI red-teaming to the broad range of AI harms that policymakers intend it to 
address. Caution is warranted as policymakers and developers invest significant resources into AI 
red-teaming. 
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Media Summary 

Major figures in AI policy and industry have decided to emphasize a novel form of governance for 
AI systems called “red-teaming.” This name is borrowed from cybersecurity, in which a “red team” 
pretends to be an adversary and attempts to break into a system before deployment to make sure it 
is secure. For large language models (LLMs), such as ChatGPT, a red team attempts to make the 
system misbehave by outputting offensive, harmful, or dangerous content, the lessons from which 
are then used to patch the system. LLMs pose a peculiar moderation problem: their human 
interlocutors are globally diverse and highly mischievous, the models are ultimately statistically 
unpredictable, and yet developers are responsible for making their outputs safe. The White House 
has highlighted AI red-teaming as a central pillar of AI safety in its landmark voluntary agreement 
with AI developers, and in sponsoring the generative AI red-teaming event at the DEF CON 
hacker conference in Las Vegas in 2023. Yet this method is largely untested, and it is unclear that it 
can accomplish the outcomes that policymakers believe it can. We suggest that there are major 



 

methodological questions to be addressed before investing so much certainty in this governance 
strategy. 

1. The Unique Challenge of Governing LLMs 

Large language models (LLMs) pose a fundamental and unique governance problem: their 
behavior is stochastic, so when the public encounters these models through online portals, the 
relationship between input and output is not precisely predictable. Add the additional complexity 
of a chat interface organized around prompts and responses, it becomes even more difficult to 
control the direction and intent of any conversation. Furthermore, the range of tasks that people 
might ask of these general-purpose models—especially multimodal tools that can operate in text, 
code, and audiovisual formats—is so enormous that no group of human data scientists and 
moderators employed by one tech company could ever conceive of every potentially harmful, 
dangerous, or offensive output that needed to be moderated in advance. As ethnomethodologist 
Harold Garfinkel noted in one of the early studies of everyday conversations (Garfinkel 1967), 
humans are quite capable of applying a variety of interpretive frameworks to any interaction to 
meet their needs—there is no knowing or controlling in advance how a conversation will be 
received. 

The plasticity of this human capacity to interpret responses irrespective of whether there is any 
logic to them means that in the context of conversations with LLMs, given that the field of prompts 
(inputs) cannot be controlled, efforts are directed towards controlling responses (outputs) such that 
their interpretation hopefully does not cause harm (Ganguli et al. 2022; Rajani, Lambert, and 
Tunstall 2023). Most platform trust and safety challenges have heretofore have been focused on 
moderating and algorithmically serving user-generated content, whereas LLM developers need to 
attend to a unique multi-party conversation at scale between a stochastic machine and a globally 
diverse set of users. LLM platforms have, thus, created an emergent form of causal responsibility 
with which internet platforms to grapple, and we should expect a variety of novel governance 
strategies to arise in response, for better or worse. 

To put it simply, the challenge is: can we scale our governance strategies to match the scale at 
which human mischief happens on LLM applications? The rapid rise of “AI red-teaming” as a 
leading prospective strategy for LLM governance is a response to this challenge. It is assumed that 
we could prefigure a range of possible prompts for which the LLM response is likely to be 
interpreted as harmful, and that this effort will be best served by gathering the right cohort of clever 
and diverse adversaries to challenge the systems. 

2. The emerging governance strategy of red-teaming LLMs 
 
“Red teams” are a cybersecurity practice, wherein a team of experts adopts the behavior of a 
theoretical adversary and attempts to penetrate or otherwise break or disrupt a system prior to 
distribution (Zenko 2015). The name derives from the tabletop war games that were used by the 
Pentagon and think tanks in WWII and the Cold War, in which the allies were represented by 
blue pieces and the team tasked with modeling potential behavior of adversaries were represented 
by red pieces (Pakzad 2023). The purpose of red-teaming—in war games or cybersecurity—is to 



 

attempt to poke holes in a plan or a product, where the undesirable outcome—lose the war or get 
hacked—is clear to all parties. 
 
The purpose and methods of red-teaming LLMs is (as of this time) much less clear. While the 
details differ, it generally consists of this: gather clever people, who may be the developer’s 
employees, external consultants, or the general public. Give them access to either an unmoderated 
backend or public-facing version of the LLM portal. Invite them to prompt the system (i.e., 
provide written instructions to the model) in ways that might get it to misbehave or disclose 
undesirable features, and record the inputs and outputs (Dinan et al. 2019). The results are then 
ideally used to patch offensive, dangerous, harmful, or uncomfortably weird system behaviors, and 
in some cases are collected as part of a pre-deployment vulnerabilities report, such as OpenAI’s 
GPT-4 system card (OpenAI 2023).   
 
There are AI security vulnerabilities that are amenable to traditional red-teaming techniques. But 
“AI red-teaming” appears to be an emergent discipline with distinct processes. Depending on 
where you sit, the adoption of the term “red-teaming” to describe what is being done with LLMs is 
either an attempt to import legitimacy or a temporary waypoint on the path to likely new 
terminology. Amidst the terminological confusion we see a central epistemic challenge that has yet 
to be answered: what is the relationship between the activity, the data that is output from that 
activity, an actionable system vulnerability disclosed by that data, and potential harm to individuals 
or society created by that system?  
 
Despite that confusion, the major actors in AI accountability have seized on this emergent practice 
as a central pillar in their plans for how we will ensure LLMs are safe and fair. For example, in the 
recent agreement between the White House and major generative AI developers about safety, red-
teaming gets the pride of place as the first principle: “Commit to internal and external red-teaming 
of models or systems in areas including misuse, societal risks, and national security concerns, such 
as bio, cyber, and other safety areas” (White House 2023). It is notable that those are ambitious 
outcomes far beyond the goals of cybersecurity red-teaming, a much more mature and clearly 
bounded practice. At the August 2023 Generative Red-Teaming event at DEF CON in Las Vegas, 
thousands of attendees at the notorious hacker conference were invited to participate in a gamified 
version of red-teaming sponsored by federal agencies, AI accountability nonprofits, and major AI 
developers (AI Red Team 2023). Web-based tools like Lakera’s Gandalf role-playing game 
(Lakera.ai 2023), and the forum Jailbreak Chat (Albert 2023) that has users upvote clever prompts, 
similarly crowdsource collection of prompts that produce harmful model outputs. Whether any of 
these are properly “red-teaming” is hotly disputed, but they are aligned around the core impulse of 
distributing key aspects of AI governance outward to a wider diversity of people. As one of the 
organizers of the DEF CON event said from the stage, “you get more interesting results if you use 
your own experience to attack the system” (Fieldnotes, 10 August, 2023).  
 
3. Conclusion: The Methodological Challenges of Red-teaming for AI governance 
 
All signals point to policymakers and tech companies investing significantly more in red-teaming. 
We argue the success of that effort depends on attending closely to methodological questions: 
What is red-teaming actually targeting? Can it effectively represent the societal risks that 
policymakers appear to have tasked it with? We now see free-ranging humans having 
“conversations” with stochastic machines at scale for the first time. The space of what humans 



 

might ask a machine is practically unlimited, and so the mechanisms of moderation are restricted 
to limiting what the machine does in response. Given the weight that has been placed on red-
teaming as an emergent governance strategy, the question is whether it produces the kind of data 
that actually illuminates a) a representative range of actual harms that LLMs produce, and b) 
actionable solutions to patch the systems such that those harms can be addressed. 
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