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Executive Summary
This report documents challenges faced by BIPOC (Black, indigenous, and people of 
color) scholars to participate in AI ethics conferences and the need for more equitable and 
intentional spaces. Despite foundational contributions, BIPOC scholars and the larger 
community remain underrepresented. Many people I spoke with report feeling discon-
nected in these conference spaces, reflecting broader disparities within the field as a whole.

Efforts to promote diversity, equity, and inclusion (DEI) in AI ethics conferences to date 
range from formal support for affinity groups, travel grants, speaker and organizer diversity, 
and geographic diversity, to multidisciplinarity. However, these do not address deeper chal-
lenges like tokenization, in which individuals from minoritized groups are forced to stand as 
universal representatives rather than being recognized for their individual expertise.

A second key challenge in conference spaces is that attendees often find their identity as 
BIPOC researchers leads to assumptions about their knowledge and experiences as  
members of affected communities, undermining their multidimensional identities and 
scholarly contributions. This collapse between identity and representation perpetuates a  
dynamic that flattens essential insights in discussions on technology development, de-
tracting from the very purpose of these conferences. This report identifies specific oppor-
tunities for conference organizers to better champion the work of BIPOC attendees and 
create more welcoming spaces.

Recommendations

Respondents called on conference organizers to shift peer review processes to better en-
gage other communities of practice, including transnational and non-Western scholarship. 
They highlighted the value of practitioner and civil society perspectives in discussions of 
algorithmic justice. They also called for stronger connectivity to communities where confer-
ences are hosted by spotlighting local campaigns and organizations.

Conference organizers have the opportunity to improve affinity group support and take steps 
to enhance experience of BIPOC through: involving affinity group organizers in  
curating main conference programs, spreading out affinity groups throughout the schedule 
for broader engagement, holding affinity group events concurrently with the main conference, 
and promoting these events to all attendees to highlight BIPOC scholars. These needs will be 
further addressed by additional social infrastructure for newcomers to the community.

Data & Society
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Conference organizers should work to improve speaker and organizer diversity by pro-
viding BIPOC scholars with more decision-making power while being mindful of the addi-
tional burdens put on the community through service roles. Conference organizers should 
also include moderator training to improve overall intentionality of the space, and focus 
more programming on the trailblazing work of BIPOC scholars.

Travel support and inclusive planning practices are an essential component of supporting 
more equitable conference spaces. Conference organizers have the opportunity to improve 
existing practices by providing a longer duration between acceptance and the conference to 
support visa applications. Organizers should continue to invest in DEI work and commu-
nicate projected timelines for notification and reimbursement transparently, with the long 
term goal of shifting away from reimbursement norms in academia, which require individ-
uals to outlay their own funds and potentially wait months to be reimbursed.

Conference organizers must also be intentional about choosing conference locations. Choose 
host countries with fewer visa barriers. Consider bridging transnational gaps as a long-term 
investment in relationships with a wider set of literatures, scholars, institutions, and organiza-
tions—-these take time and effort to build. In every conference location, create opportunities 
for local attendees and lower barriers to local engagement.

This work was supported by the inaugural DEI Scholars grant from the ACM FAccT Conference.
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Introduction

During my time as a graduate student studying public policy, I faced the stark realities of academic spaces. 
From a curriculum that ignored systemic issues to daily microaggressions, it was clear that my BIPOC 
peers and I experienced barriers that limited our ability to fully participate in, to simply be in, an aca-
demic environment.1 I saw the work and expertise of my peers and BIPOC professors was often overlooked 
and discounted. In the midst of these experiences and efforts to build solidarity, we attempted to carve out 
spaces of support: creating student organizations that challenged the mostly white academic spaces we were 
in; creating spaces that were by us and for us.

The very first academic conference I attended was Data for Black Lives in 2018, founded by technologist 
and activist Yeshimabeit Milner. The conference felt like an antithesis to the hurt and disempowerment of 
my experiences in traditional academic spaces—a breath of fresh air that centered on Black scholarship and 
community. I remember a wholesome space of deep alignment, laughter, good food, and opportunities to 
create connections. I made friendships that have lasted through the years. I learned how data and research 
can harm our communities and, at the same time, ways we can utilize research, advocacy, and activism to 
undo systemic forms of oppression. That event, and my experiences in many other spaces in the years since 
(ones that at times were far less welcoming) gave me a personal mission to understand the beauty of spaces 
that BIPOC communities carve out—how we bloom in the hardest of environments—and how I can con-
tinue to follow the lead of Black women scholars whose contributions have been deeply consequential for 
the field of AI ethics.

“Remember to imagine and craft the worlds you cannot 
live without just as you dismantle the ones you cannot 
live within.”

—Ruha Benjamin
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This report is a product of my initial steps toward this mission. It presents the experiences of BIPOC at-
tendees at three major AI ethics conferences as they relate to DEI efforts, that is, the policies and practices 
each conference used to promote diversity, equity, and inclusion for attendees, organizers, and presenters. My 
participant observation at conferences is buttressed by interviews with conference organizers about the chal-
lenges of addressing structural inequalities. It is the result of a year-long study based on surveys, interviews, 
observation, and conversations in and about AI ethics2 academic conference spaces. It focuses on AI ethics 
conferences at a key moment in their evolution from being about matters of DEI in the development of data 
and technology, to playing an active role in fostering these values where knowledge production happens.

For the field of AI ethics, and the professional organizations that are growing up around it, issues of DEI 
are fundamentally important. AI ethics is generally understood as an extension of the computer science 
domain, which has historically lacked gender and racial diversity.3 According to the Pew Research Center 
analysis of the 2017–19 American Community Survey of employed adults ages 25 and older, of the popula-
tion of people working in STEM, Black people make up 7%, Latinx people make up 8%, and Asian people 
make up 20% of computer scientists.4 Only 2.4% of new PhDs in AI in 2021 from US universities were 
awarded to Black students.5

However, numerous pivotal theoretical and empirical contributions to AI ethics have been made by women 
of color, as well as queer and trans people of color. Pioneering work by Professor Latanya Sweeney on meta-
data inferences inspired others to look at discrimination in data mining and classification.6 Joy Buolamwini 
and Timnit Gebru’s “Gender Shades” paper demonstrated that accuracy in facial recognition varies with race 
and gender, further highlighting the need for Black feminist theories like intersectionality to be more fully ac-
counted for in computing and establishing new methodological grounds for AI fairness research.7 

 This work was supported by the ACM Fairness, Accountability, and Transparency (FAccT)
Conference’s 2022 DEI Scholars award, which was founded to support the organization’s 
strategic goal to “innovate and lead on diversity and inclusion.” The ACM FAccT DEI Scholars 
program seeks to fund scholars to conduct research that deepens our collective under-
standing of and advances DEI initiatives. The research conducted by DEI scholars is indepen-
dent and neither ACM nor FAccT has any privileged access to the data collected. 

 This project focuses on the experiences of BIPOC people along the axes of race and ethnicity 
only. We acknowledge that “BIPOC” is neither a homogeneous nor an uncontested category 
of personhood, and all members of this community have other intersectional identities that 
shape their experiences. The research participants interviewed and surveyed were asked to 
self-identify with this category. We focus on race and ethnicity here because of its centrality 
to the AI ethics field and because of practical constraints on the scope of the project; we 
anticipate others who receive this particular award will conduct complementary research in 
order to address related issues such as caste, gender, disability, and migration. In presenting 
our recommendations, our hope is that many of our proposed best practices may have benefi-
cial effects for DEIA efforts beyond race and ethnicity. In addition, we default to the acronym 
“DEI” in this report to follow the naming convention used by the conferences, but hope that 
those efforts also grow to include accessibility.

- 4 -
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Abeba Birhane and Vinay Prabhu traced the source of racist and misogynistic bias to image labeling prac-
tices.8 Inioluwa Deborah Raji’s research agenda has charted the course on methods for algorithmic auditing 
and oversight.9 These are just a few examples of scholarship among many that illuminate how algorithms 
reflect and entrench power asymmetries in society. But even as BIPOC scholars have substantially set the 
field’s agenda, they remain underrepresented among participants in its conference spaces.

While the individual paths that scholars take to their research agendas vary, their life experiences can in-
form their work in ways that are generative for the field more broadly. This idea is theorized in feminist epis-
temology by Sandra Harding as standpoint theory, that is, that the vantage point a person has in the world 
is important and gives them unique insight as it relates to their lived experiences.10 Black Feminist theorist 
Patricia Hill Collins describes how centering Black women’s experiences opens novel conceptual terrain, es-
pecially to investigate the operation of power.11 Collins argues that multiple unique vantage points are nec-
essary to get a fuller vision of a problem, and that power asymmetries will make it more difficult for some 
groups of people to be heard. This resonates with my observations in the field.

For this report, I attended and was a participant observer at the 2022 edition of three conferences: the 
Conference on Fairness, Accountability, and Transparency (FAccT); Artificial Intelligence, Ethics, and 
Society (AIES); and the Neural Information Processing Systems Conference (NeurIPS)—all organized 
within computer science professional organizations, namely the Association for Computing Machinery 
(ACM), Association for the Advancement of Artificial Intelligence (AAAI), the Institute of Electrical and 
Electronics Engineers and the NeurIPS Foundation. While my data collection was anchored around the 
2022 editions of each conference, I also returned to the 2023 FAccT conference to hold formal and in-
formal conversations about BIPOC people’s experiences in AI ethics spaces, where I was able to get another 
check on the validity of my findings.12

While each of these conference communities is distinct in their history, membership, and practices, they 
share common features: they are all organized within computing professional associations. Of the three, 
NeurIPS is the oldest and by far the largest by attendance, but all three conferences include contributions 
to machine learning research and the conceptual and cultural inheritances of computer science. Where 
FAccT and AIES are venues exclusive to AI ethics and often assert fairness, transparency, and account-
ability as core values, Birhane, et al. note that the traditional tenets of machine learning research are in 
practice far more often commitments to efficiency, performance, generalization, and quantitative evidence.13 
These values, and the epistemological commitments and norms of computer science, vie with other values 
and ways of knowing in AI ethics research.

Computer science is also a starting point for some of the systemic challenges faced in computing research 
spaces for women and BIPOC people. From 2015–2019, a number of documented incidents of sexism, 
hostility, and sexual harassment at NeurIPS led to a number of changes to the conference’s name, policy, 
and intentionality around inclusion.14 For example, affinity groups like Black in AI played a key role in 
changing how attendees experienced NeurIPS as a space. When asked why to stay and change a space 
rather than forge a new one, one person told me: “For NeurIPS, I think it’s really important to change it 
because … this is a space where all the professors for that field go … that’s where all the students go, that’s 
where you have to present your work to graduate, that’s where people start collaborations, that’s where 
all the companies go to recruit” (interview participant from NeurIPS and FAccT, June 5, 2023). Now in 
its 37th year, NeurIPS is a premier venue for machine learning research. While it is not primarily an AI 
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ethics conference, it has become a site for extensive official workshops on AI ethics and policy topics, and a 
meeting place for affinity groups that I observed and whose members I interviewed. NeurIPS is also regu-
larly a site of controversy over the social and political dynamics—especially the diversity—of the computing 
and AI professions.

The other two conferences in my study were created in part based on a desire for publication venues that 
would be recognized within computer science for work related to bias and ethics. At the time of this writing, 
both AIES and FAccT are in their sixth year. Both produce published proceedings of empirical and profes-
sionally recognized research about the social and ethical consequences of AI technologies that were not pre-
viously accepted in venues like NeurIPS and other AI conferences. One respondent described FAccT as a 
relief from the unwelcoming atmosphere that work like hers had found at computer science conferences.

There are ongoing efforts to encourage diversity and inclusion at all three of these conferences, which 
vary in the resources allocated to them, visibility, and success.15 These efforts are understandably focused 
on increasing the number of BIPOC attendees at the conferences and addressing problems of represen-
tation. Notably, many people I spoke with shared positive aspects of their conference experiences and re-
warding aspects of these spaces. Each conference is also unique in its evolution over time, strengths, and 
opportunities to improve.

At the same time, many of the same interviewees expressed ambivalence that, in their experience, the stated 
values of AI ethics conferences were disconnected from deeper commitments to equity and inclusion in 
practice. Throughout my fieldwork, I found instances in which AI ethics conferences were at times unwel-
coming spaces for BIPOC attendees. These feelings of discomfort were tied to sidelining by other attendees 
and organizers, assumptions about BIPOC colleagues’ identities and expertise, exclusion in micro and 
macro conference facilitation and planning, and rigidity around what forms of knowledge production and 
expertise were valorized in AI ethics. The result is that AI ethics conferences are sometimes spaces where 
much of the discussion is about the experiences of BIPOC people, but do not go far enough to disrupt the 
dynamic of exclusion16 characterizing the societal problems that motivate the field.

I offer two major, inter-related challenges that span the experiences of BIPOC scholars I spoke with across 
all three conferences: 1) the tokenization of BIPOC people inside of majority-white spaces, that is, a sym-
bolic or superficial inclusion without meaningful structural change; and 2) a conceptual collapse between 
people’s identity as BIPOC scholars and the perception of them as representatives of impacted communi-
ties. These two challenges can’t be addressed by increased representation alone, and in fact increased repre-
sentation without deeper changes may risk exacerbating these dynamics.

Tokenization is the process of forcing one member of a minoritized group to stand in as a symbolic rep-
resentative, or “token,” for all members of the group, especially in spaces that do not strive for deeper 
structural changes. One survey respondent warned against “allyship theatrics” and a tendency to “po-
sition BIPOC individuals as the one and only representative … for all BIPOC everywhere (survey re-
spondent #52 on AIES).” Many attendees I spoke with felt isolated at these conferences and singled out 
at times to represent BIPOC people more broadly. This sense of surface-level inclusion was palpable in 
experiences some attendees shared of being ignored, having their posters overlooked, or experiencing 
micro- and macro-aggressions. As one attendee stated, “Only bringing [BIPOC] people here doesn’t 
solve the problem. … White people who are here also should change their mindset—that needs to change. 
It’s not only [about] providing grants and bringing the Black people here to increase diversity” (interview 
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participant on NeurIPS, November 30th, 2022). Without the deeper work of addressing these behaviors, 
surface-level inclusion is hollow.

Furthermore, many attendees felt their identity as BIPOC researchers was conflated by other attendees as 
also representing “affected” or “vulnerable” communities, regardless of their scholarly expertise. All people 
occupy multiple, intersectional identities, and a collapse occurs where one feature is assumed to imply other 
features, expertise or experiences. Occupying a BIPOC identity inside of North American context does not 
necessarily imply that one is underprivileged or vulnerable, or that one is an expert on race in computing.17 
For example, one respondent reported a panel in which a moderator only asked the BIPOC panelists ques-
tions related to race. One attendee who was present later explained to me: “If someone asked me that ques-
tion … the first thing that would come out of my mouth [would be that] I’m not an intersectionality expert. 
And you should treat it as a discipline … I think the short of it is that there was an unfair amount of pres-
sure on women of color to talk about intersectionality and devaluing … the work that they’ve done, because 
they were just viewed as the intersectionality [expert].” (Interview participant on FAccT, July, 27th, 2022). 
Here, the respondent speaks to the way that racial identity is not coextensive with expertise on race and that 
BIPOC scholars’ research agenda and expertise can be devalued when enlisted narrowly for this purpose. 
Put another way, even as BIPOC researchers’ experiences might inform a research agenda, their identities 
must not be conflated with their scholarly expertise.

I anchor my analysis of DEI primarily within efforts related to race and ethnicity. However, DEI is not lim-
ited to race and ethnicity; the findings of this report should not be read as a comprehensive guide for DEI 
at AI ethics conferences. On the contrary, a key insight of Kimberele Crenshaw’s theory of intersectionality 
is that anti-oppression work that does not account for multiple intersections of marginality fails to account 
for the ways power operates. For conferences, this implies that a commitment to building an inclusive com-
munity requires multiple, overlapping efforts to address the ways in which people’s identities correspond 
with a lack of access—for example, inviting a diversity of speakers means little if they cannot afford care-
takers for their dependents back home. By designing an environment that addresses the needs of people 
from a number of faiths or genders, those who are immuno-compromised or neurodivergent; or those with 
financial barriers, chronic illness, or mobility challenges, conference organizers have the potential to foster 
inclusive environments across the contours of race and ethnicity as well.

Ultimately, I argue that the current DEI efforts of AI ethics conferences must go further to act on the same 
social forces that precipitated the need for the field by more conscientious action within the conference 
space. This report distills pragmatic changes to conference DEI efforts that organizers can take related to 
affinity groups, speaker/organizer invitations, scholarships and travel funding, remote conference locations, 

While the commitment of AI ethics spaces to the 
issues of DEI have contributed to recognizable 

progress in the field, thornier and culturally ingrained 
barriers to equity remain.
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and disciplinary diversity that should all be considered in light of the real barriers to participation faced by 
BIPOC scholars. While the commitment of AI ethics spaces to the issues of DEI have contributed to recog-
nizable progress in the field, thornier and culturally ingrained barriers to equity remain.

To address deeper challenges like tokenism and misperceptions of BIPOC colleagues’ experiences, AI 
ethics conference spaces must commit to forging spaces with a wider range of perspectives, including with 
funding, programming, and organizing. These changes will better acknowledge each person’s individual ex-
pertise, experiences, and contributions, and support the field to acknowledge and further act on AI ethics 
problems at their source.

Author Note

A note about authorship: I (Emnet Tafesse, the first author) conducted all primary research for this project, 
including interviews, field observations, and collecting survey data. My research was supported by the ACM 
FAccT 2022 DEI Fellowship. I am a Black, queer, fem, first-generation Ethiopian-American woman born 
and raised in Seattle, Washington, and now residing on the East Coast of the United States. My identity 
played a significant role in the connections I made for this research, my ability to solicit frank feedback from 
other BIPOC scholars, and in my own firsthand experiences of being in AI ethics spaces.

When I write “we” in this report, I refer to my coauthors and teammates on the AI on the Ground team at 
Data & Society—three other AI ethics scholars from various backgrounds and disciplines who have been in-
strumental in helping me to parse the large amount of data I collected and to position this work within the 
organizational context and history of these conferences. I have valued sharing this work, even as I have fol-
lowed my own sense of where it is important for it to end up. For a more in-depth acknowledgment of how 
we collaborated, see the Methods appendix at the end of this report.
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Situating AI Ethics in DEI Work
Diversity, equity, and inclusion (sometimes more broadly constituted to include accessibility) is a phrase that 
organizations use to describe the set of policies and practices that form its response to demands for change. 
Race and ethnic studies scholar Nick Mitchell defines it as a “wide-ranging and often contradictory set of 
legally regulated and organizationally mediated efforts to reform public and private institutions … to undo 
or interrupt historically sedimented, socially entrenched, and culturally normalized practices of discrimina-
tion and exclusion,” especially as taken up by elite institutions. Mitchell notes that the rise of DEI as a core 
method for addressing racism has consequences for what society recognizes as constituting racism and how 
to respond to it—because DEI takes place within institutional contexts it renders some very real aspects of 
racism as out-of-scope because they are not tractable to institutional solutions.18 So, too, do DEI practices 
vary and are adopted based on an organization’s own discretion. As a result, the purpose of DEI efforts is con-
tested: where proponents interpret them to be efforts for institutional reform, critics highlight their history as 

arising from within elite white institutions as a strategy for self-preservation and appeasement.19

Evidence for DEI initiatives as reproducing power relations traces back to their inception. In the United 
States, Mitchell describes the way US institutions adopted commitments to diversity during the Cold War 
as an effort to signal to the international community that prosperity is not bounded by race or gender. 
Meanwhile, as mass movement mobilization led to the passage of the US Civil Rights Act, activists pres-
sured universities as to how the Act’s “nondiscrimination” mandate would be defined in practice—particu-
larly in hiring and admissions. DEI efforts were the eventual result of university action as they scrambled to 
prevent greater government regulation, defining nondiscrimination on their own terms. While universities 
took steps to admit additional minority students, student movements asked them to confront their own role 
in supporting and sustaining imperialist war, neo-colonial exploitation, and epistemologies of domination. 
American Studies scholar Roderick A. Ferguson traces how student movements of the 1960s were capi-
talized on and subsumed by universities, which produced “minority difference” as a means to extend their 
power, which later contributed to the institutional formality of DEI efforts.20 Feminist scholar Sara Ahmed 
argues that DEI efforts ultimately do more to intervene on the perception of the institution rather than the 
institution itself; she explores for instance how a diversity policy is produced as evidence that an organiza-
tion is achieving its goal in the absence of substantive change.21

The relationship of DEI efforts to AI ethics is complex. Race and other identity categories are foregrounded 
in AI ethics as a field; however, the field has also oversimplified race and other identities as computable, 
when, in reality, they are fluid and contextual.22 Many harmful consequences of AI systems for commu-
nities of color are downstream of such misapprehensions about race. Among these is the idea that race is 
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extricable from other variables in a dataset, when according to philosopher Lily Hu, these effects on data 
compose what race is and how it operates.23 Similarly, critical data science scholar Ruha Benjamin under-
stands race as itself a technology: race is a tool for ordering social relations, which treats people differently 
based on assigned categories. Race operates as both an input to technologies with racialized outcomes, and 
an output as disparate impacts of automated decisions.24 Ethnographer Sareeta Amrute describes race in 
the tech industry as akin to an algorithm that governs repeatable behavior, continuously and simultaneously 
providing problems to address and methods to address them.25

In Harrington et al. (2019), human-computer interaction scholars have argued that harmful BIPOC ex-
periences are part of what propels the field forward, in the sense that they provide fodder for research by 
scholars who are white or from elite institutions to publish on their own behalf at an “objective” distance 
without supporting deeper modes of justice in their research practices.26 Multiple interview and survey re-
spondents in this study also pointed to this dynamic, as I share below. In AI ethics, race often serves as an 
analytic category that generates new measures of algorithmic harm, methods for addressing them, and op-
portunities for demanding changes to the tech industry. Racism—and therefore also diversity, equity, and 
inclusion—is a foundational topic of research for the field of AI ethics, and it should be a central, explicit 
concern as we explore how to build and sustain professional venues so the field does not replicate those very 
dynamics it seeks to disrupt.

AI ethics as a subfield of computer science is also shaped by an insider–outsider dynamic in which AI ethics 
researchers necessarily (and sometimes awkwardly) intervene on methods in computer science with ques-
tions about fairness. The ACM FAccT conference exists in part because academics in computer sciences 
and related fields were dissatisfied with the lack of attention to urgent social and ethical questions in main-
stream computing publications and conferences. Even now, when issues of AI ethics and policy are regularly 
front page news, the top-line AI and data science disciplinary conferences, such as NeurIPS and AAAI, 
tend to relegate ethics scholarship to side program workshops, rather than treating them as a part of the 
main research tracks. This insider–outsider dynamic is evocative of the experiences of many BIPOC profes-
sionals who operate in traditionally white professional spaces.27 This dynamic has complicated connections 
with matters of diversity and inclusion—one might reasonably expect that AI ethics conferences would be 
more diverse than mainstream computer science conferences, but that has not necessarily been the case.28

Historically, AI ethics is not unique in facing these problems. For example, anthropology has long discussed 
the centrality of race and ethnicity to both its epistemic practices and professional conventions. Like AI 
ethics, anthropology has faced the dynamic of being about racial and ethnic groups without those groups 
setting the terms of the discussion. With its historical roots in European colonialism, initial anthropolog-
ical research was concerned with the management of cultural differences in pursuit of exploitative colonial 
projects.29 Over the past five decades, the American Anthropological Association has made the status and 
experience of BIPOC anthropologists (typically called “minority anthropologists”) a subject of multiple re-
ports and surveys, particularly focused on how professional conventions and exclusive mentorship practices 
prevent BIPOC anthropology students and faculty from fully participating in the profession.30 One of the 
conclusions of these studies was that racist professional practices ultimately limit the topics and methods 
considered appropriate to the discipline, and recommended multiple practical steps to make the field more 
inclusive during graduate study and professionalization.
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Computer science has also struggled with diversity and inclusion in professional and leadership roles and 
educational pipelines.31 Extensive evidence demonstrates that demographic and social diversity improves 
scientific progress and technological innovation;32 yet despite the higher rates of innovation among early- 
career researchers from minoritized backgrounds, they overall have worse career outcomes.33 STEM fields 
have consistently struggled with establishing a diverse workforce and educational pipeline, and computer 
science typically lags other fields.34

The US National Science Foundation has emphasized the importance of integrating DEIA (diversity, eq-
uity, inclusion, and accessibility) efforts across undergraduate education, graduate training and early re-
search experiences, and industry and government; professional conferences are one of the places where all 
of those groups come into contact.35 A study by Acuna and Liang (2021) examined the relative diversity 
in AI ethics and computer science conferences and found that they were relatively similar with regard to 
ethnic and racial diversity, but AI ethics conferences were closer to gender parity and were characterized by 
far fewer contributors from China.36 BIPOC computer science scholars have noted the significant toll of 
racism in their careers and personal lives, especially in the context of the recent and ongoing protest move-
ments for racial justice in the US.37

These prior conversations set the stage for considering how AI ethics conferences can address DEI efforts 
within their own spaces. Computer science, like most STEM fields, has also struggled with recruiting and 
retaining members of racialized groups. In order to make advances on core scientific and theoretical ques-
tions of AI/ML fairness and ethics, the professional spaces in which this work occurs necessarily must be 
welcoming and rewarding for everyone, especially members of BIPOC communities.
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Improving DEI in AI Ethics
The findings below describe the experiences of BIPOC respondents in the 2022 editions of the AIES, 
FAccT, and NeurIPS conferences (which I also attended in person). At the time of this study, each of 
these conferences had renewed their commitment to diversity, equity, and inclusion in part by collecting 
more detailed demographic data about the identities of attendees; the composition of DEI efforts across 
conferences varied in terms of available resources, precedent within the community, and the commitments 
of organizers. In the following section, we describe the work involved in producing DEI at AI ethics 
conferences and some key experiences shared by respondents. We close each section with pragmatic 
guidance to AI ethics conference organizers and attendees.

DEI must ultimately be about community building and intentionality—who builds the space, who is wel-
comed into it, and who has space in it. DEI work at academic conferences can encompass a number of ef-
forts. As a scholar who has previously co-organized FAccT conference put it:

I have been involved in organizing the conference [in previous years], because it feels like 
a home conference. I have been trying to make it as diverse as possible, make sure that it’s 
welcoming and inclusive of Black folks, folks from the African continent, through various 
efforts such as disseminating the call for papers. I’ve been making those kinds of efforts to 
make it my conference—to make it feel like home. But on the other hand, it does feel like 
I don’t belong there because there are very few people that look like me. … Sometimes it 
feels like it’s another world (interview participant on FAccT, March 14, 2023).

The primary DEI efforts of AI ethics conferences are currently programming diverse speakers, fostering 
intellectual and topical diversity in the main program, providing targeted scholarships and travel grants, 
establishing clear codes of conduct, or hosting affinity groups. Some of the responsibilities for DEI are dif-
fused across conference leadership roles, while others are administered by designated DEI chairs for that 
year’s conference. The composition of DEI efforts can also change depending on the resources available, 
edition of the conference, or individual priorities of chairs. In interviews, respondents to this study identi-
fied childcare support, wheelchair access, pronoun tags, land acknowledgments, and dietary options as ad-
ditional types of inclusion work. Other efforts that were not mentioned could include language interpreta-
tion, a scent-free environment, rooms for religious observance, and seating options for size diversity, people 
who are hard of hearing, or who are mobility impaired.
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Organizers cited resource constraints as affecting the scope of DEI work, including the limitations of a 
given conference location, volunteer capacity, and budget. These dynamics highlight a consistent chal-
lenge in accomplishing DEI efforts at conferences. While there is an organizational investment in DEI, it is 
treated as programmatically separate from the core scholarly activities of conferences. There is a declared 
dedication to DEI on paper that is easy and cost-free, but implementing these commitments is much more 
fraught and challenging in practice.

Participants also shared an expectation that conferences like FAccT and AIES be held to their stated values 
of fairness, accountability, transparency, and ethics in the practice and organizing of the conference itself. 
One person shared a sense of disappointment at harmful interpersonal experiences at FAccT to a greater 
degree than at other conferences: “FAccT was the most shocking one because it is supposed to be ad-
dressing fairness and accountability, and I had the most racist interactions I’ve had at that conference … 
I would expect this from NeurIPS because nobody’s claiming that that’s about fairness and transparency, 
but when these people write about these things and act like this, it’s even more infuriating … because you’re 
benefiting from that image and from that kind of work. You get your tenure, you publish your papers—and 
this is what you’re doing, you know?... Because what they think is they’re the good ones.” (Interview partic-
ipant on NeurIPS and FAccT, June 5, 2023). The respondent went on to add that while the conference is 
changing over time, it still has work to do. Many respondents shared a desire to see the topics and research 
areas of the conference be actively reflected interpersonally and in the conference organization.

DEI must ultimately be about community  
building and intentionality
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Taking Stock of DEI Now and  
Moving Forward
In this section, I describe five aspects of DEI efforts in conference organizing: disciplinary diversity, af-
finity groups, speaker and organizer diversity, travel support, and geographic reach. For each aspect of DEI 
work, I describe what NeurIPS, FAccT, and AIES conferences did in 2022 and the relevant experiences of 
BIPOC attendees with whom I spoke. In each section, I synthesize the feedback I received into recommen-
dations for conference organizers. 

Disciplinary and Practitioner Diversity 

While fostering disciplinary and practitioner diversity is not a conventional facet of DEI initiatives, many re-
spondents described this as a priority. This can look like adding additional tracks to the call for papers, which 
requires expanding the forms of expertise available within the program committee, area chairs, and via peer 
review. It can also look like supporting additional forms of contribution to the conference via practitioner-spe-
cific tracks, keynotes and keynote panels, professional development workshops, or other curated programs. 
These avenues create more opportunities for folks to be involved who may not know how to or be interested in 
submitting papers for a blind review, but whose work nonetheless can move the field forward. Expanding the 
forms of expertise that are considered relevant in the space recognizes the broad reach of AI ethics to a number 
of areas of practice, as well as the insights possible when established understanding in one field (e.g., sociolo-
gists’ understanding of the social construction of race) is translated to another area where the state of the art 
may not yet account for them. Beyond academic disciplines themselves, participants argued for the relevance of 
“activism, political action, [and] community work, etc. … [as] a meaningful contribution” (survey respondent 
#17, ACM FAacT & NeurIPS). These comments argued that meaningful intellectual work around AI ethics is 
done outside of traditional academic spaces by communities who face conditions of data-driven marginalization 
on an everyday basis.

Of the three conferences I attended, two communities had an explicit commitment to interdisciplinary and 
multidisciplinary work (FAccT and AIES), whereas NeurIPS was primarily focused on computer science (even 
as its workshops often featured other disciplines, such as the Resistance AI Workshop at NeurIPs 2020).38 The 
FAccT conference states a commitment to a “big tent” in its strategic plan;39 this growth in the number of 
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disciplines accepted is visible in the tracks announced in its call for papers (CFP) over time. In 2018, the CFP 
asked for submissions across four primarily computational categories (including natural language processing, 
or NLP; databases, and security), as well as a human-computer interaction track and another for law/policy/
social science. By 2023, the total number of tracks in the call grew to 10, of which four were related to com-
puter science, and others spanned law, historical and cultural critique, philosophy, and human factors. As the 
“big tent” philosophy of FAccT has grown, a few respondents mentioned a fear that computer scientists would 
not stay present for this cross-pollination—this concern was especially cited by respondents with respect to the 
Symposium for Foundations of Responsible Computing, whose fourth edition was held in 2023 at Stanford 
University and which primarily focuses on theoretical and formal approaches.

These three conferences also varied with respect to the share and type of practitioner presence. While all three 
are academic conferences, there are a number of methods organizers can use to increase practitioner presence, 
including keynote invitations, curated tracks, and permitting organizers to program affinity groups alongside 
the conference. Co-located events such as industry recruitment events can also promote practitioner presence. 
AIES included the fewest practitioners and was primarily for academic work. While NeurIPS was not as in-
terdisciplinary, it featured a strong industry presence across organizers, presenters, and attendees. It does not 
actively foster the presence of civil society organizations. FAccT was the most diverse in this respect: since the 
beginning, its tutorials track has featured a strong proactive orientation. In 2020, it started a curated portion of 
the program called “CRAFT”—Critiquing and Rethinking Accountability, Fairness, and Transparency—that 
actively fostered civil society presence.

Experiences of Respondents

Disciplinary and practitioner exchange was an overwhelming concern for survey respondents and the BIPOC 
attendees spoke about wanting researchers to go beyond theories and publishing papers. Some reported con-
cerns with gatekeeping around what material was considered relevant to AI ethics scholarship, such as in the 
peer review process. They shared concerns about cultural homogeneity in the peer review pool reproducing con-
ditions in which work that draws on other intellectual traditions is discounted. Speaking about the FAccT con-
ference, one person shared:

On the one hand, you want to encourage diverse research. On the other hand, if your 
benchmark is Western research, that system ends up systematically excluding people that 
do not want to adhere to the status quo … traditional academic presentation [is] con-
strained by all these measures that have been put in place to create an academic standard, 
but this standard is a double-edged sword, because it also serves to filter out ideas that are 
critical—that don’t fit the template. (Interview respondent on FAccT and NeurIPS, April 
26, 2022).

Expanding the forms of expertise that are considered 
relevant in the space recognizes the broad reach  

of AI ethics
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Here, the path-dependence in constituting the boundaries of the AI ethics field was understood to be 
keeping critical, but nonetheless high-quality, work at bay.40 
 
Respondents also noted that the work presented at conferences on AI ethics has a tendency to be far more 
theoretical than applied work, with one survey respondent stating, “The topics themes and discussions of 
the accepted programs are disproportionately about topics that admit interesting algorithms/ML rather 
than on-the-ground needs. Honestly it can be very self-serving” (survey respondent #86 on ACM FAccT 
and NeurIPS). Some respondents felt that the topics and types of work presented at conferences were not 
radical enough, lacked advocacy, and did not sufficiently center the experiences of BIPOC communities or 
those who were significantly impacted by data-driven technologies: “It does feel like I don’t belong there 
because there are very few people that look like me. Very few people that work on critical perspectives, crit-
ical work as I do” (Survey respondent #02 April 26, 2023). A pair of conference organizers noted that one 
way to address this concern would be to have a track of featured advocacy work in the main program, as 
FAccT began to do in 2022 with its “community keynote” function and which it does in part through its 
CRAFT track. Similarly, one organizer of both FAccT and NeurIPS suggested that NGOs and civil society 
groups could have a featured or consultative role in developing conference programming. Another respon-
dent noted that having a wide diversity of conference-goers is a benefit to traditional academics by creating 
opportunities to find new collaborators and impactful research sites.

Even as many of the respondents in my study discussed the value of multiple disciplines and practitioner 
perspectives, I also heard from organizers who expressed concern about the consequences of this expansion. 
One person shared a fear that if the conference became too interdisciplinary, computer science researchers 
would not find it to be as relevant. Another framed the problem as one of ensuring that those from other 
fields have a minimum amount of data expertise to meaningfully engage computational researchers; at the 
same time, they recognized that it is not necessary to understand the underlying mathematical properties to 
know when something is causing harm.

I note a tension that many respondents felt between personal and professional incentives. While these con-
ferences are largely academic spaces, attendees have been vocally advocating for more inclusion not only 
across disciplines but to also include advocacy and policy groups as well as affected communities beyond 
what conferences attempt to do through speakers and workshops. In other words, part of the draw among 
many BIPOC attendees to AI ethics research is the recognition that this technology is being used to harm 
their communities or people like them. They expressed a distaste for empty theorizing about harms, and 
wanted to see more applied work that spoke to their values and experiences.

For others, the draw to participate in these conferences is intertwined with academic credentialing, a radically 
different incentive. Additionally, while AI ethics is inherently interdisciplinary, computer science as a discipline 
(or sub-areas like machine learning) does not always recognize AI ethics as contributing to its own evolution 
as a field. Insofar as the conference only addresses the need for credentialing and professional development, 
for those who are not in the same field or are not academics at all, there are fewer incentives to participate.
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Shift peer review processes to better support engagement with other communities of practice, 
including transnational and non-Western scholarship.

• Make explicit calls for research that centers BIPOC ways of knowing and citational justice. 

• Ensure more diversity in peer reviewers by disciplinary perspectives, domain area, and episte-
mological commitments. 

• Train peer reviewers to assess for rigor and quality of scholarship, and to a lesser extent on 
ideas of relevance which may be overly path-dependent.

• Consider that a rebuttal period + revision process is also a means to support new disciplinary 
and geographic perspectives.

• Feature practitioners from advocacy and other applied work via curated tracks or by novel 
CFPs with their own submission and acceptance criteria.

• Ensure that Area Chairs can spot when papers are being rejected for irrelevant geographical or 
cultural reasons, rather than reasons of scholarly quality.

 

Listen to practitioners and invite those from multiple domains.

• Proactively conduct and sustain outreach to policy, advocacy, and civil society groups in recog-
nition of their ability to speak to the real-world consequences of AI ethics.

• Formally invite practitioners to share what would be valuable to them from participating in an 
AI ethics conference and support those goals (e.g., meeting technologists for collaboration op-
portunities, connecting with interns and collaborators).

• Encourage translation as a desired norm for interdisciplinary conversations during the confer-
ence (e.g., defining key terms but also scaffolding discussions about key concepts and debates 
in a way that is accessible across disciplinary orientation).

• Waive registration fees for advocates or civil society groups who hold service positions or sup-
port conference organizing. 

 

Create long-term and genuine connections with local communities while recognizing that AI 
ethics work cannot be done without them.

• Create genuine connections with local community members around the conference venue and 
engage with their concerns.

• Conceive of conferences as community bridges. Promote the conference locally, early, in order 
to support more community building with the local organizers to fortify connections with local 
and national organizations that are working toward the same goals.

• Recognize that community members and their advocates have different incentives to partici-
pate in these conferences than credentialed academics, and work to make the relationship intel-
lectually and professionally reciprocal. 

Recommendations
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Affinity Groups

Affinity groups are spaces organized for sub- or alter-communities and can take on many forms, such as a 
dinner, a half- or full-day workshop, or even group sessions held by formal groups. These spaces provide 
networking opportunities for individuals who have similar experiences and a safe harbor from otherwise 
homogeneous conferences. Events held by groups like Black in AI, founded by computer scientists Timnit 
Gebru and Rediet Abebe, feature panels, mentoring sessions, and presentations that allow community 
members to connect and share their work. Queer in AI aims to center queer BIPOC people and provides 
scholarships, emergency aid, and graduate application support.41

NeurIPS hosted a full day of workshops for affinity groups a day prior to the official conference proceed-
ings, including groups like Indigenous in AI, founded by Michael Running Wolf; Black in AI; LatinX in 
AI, founded by Laura N. Montoya; Queer in AI, founded and developed by a group collectively known as 
Organizers of Queer in AI42; and Women in Machine Learning, founded by Hanna Wallach, Jenn Wortman, 
Lisa Wainer, and Amy Greenwald. Programming included paper presentations, poster sessions, panels, 
mentoring sessions, and more. FAccT had some workshop sessions during the critical CRAFT track that 
attendees referred to as affinity spaces-adjacent. While Queer in AI may not have met in the 2022 edition of 
FAccT, they held a meetup in other editions, including the 2023 conference in Chicago, Illinois. AIES did 
not have specific affinity group spaces. Notably, the bylaws of many conferences do not allow invite-only 
events to be part of the official schedule or happen at the formal conference venue, and thus affinity groups 
may sometimes meet as a para-conference gathering or not at all.

Experiences of Respondents

Affinity groups highlight members’ work and help create community. Affinity groups also have been an 
important, dedicated, and visible route for funding BIPOC scholars to attend conferences. Attendees felt 
a greater sense of community when they attended a conference with affinity group support. Conference 
spaces can have hundreds if not thousands of participants; respondents shared that being able to find spe-
cific communities is very important to them. Many found themselves feeling at ease in affinity spaces: 
“I came with Black in AI, and I came with friends that I like. I didn’t have any worries with NeurIPS” 
(Interview participant on NeurIPS, November, 30th, 2022). This person compared the affinity group ex-
perience favorably to experiences in other conferences, where discrimination had at times been palpable. 
Affinity spaces felt like spaces where BIPOC attendees could bring their whole selves:

This is the thing about Black women and Black culture, whether it’s African American or 
African. When we go into a conference, it’s not just our academic work we bring, it’s our 
selves. It’s our background, it’s our culture, it’s our vibe. When you go to NeurIPS you go 
to the main conference, it’s like 95% white men—it just feels like you are out of place. And 
then you go to the Black in AI workshop and you just feel like home because it’s familiar 
faces, it’s your people … Black in AI is slightly different than NeurIPS; it’s like we bring 
our lifestyle, we have parties, we have Black music, we have Black joy. It’s the same with 
FAccT… when we feel like FAccT is our home, that’s also what we bring…that shapes 
FAccT that shapes the conference into what it is...So when Black women come into the 
conference, it’s all this that that they bring that becomes part of the conference, that creates 
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that welcoming comfort zone for other Black people. (Interview participant on NeurIPS 
and FAccT, April 26, 2023).

Here, affinity groups foster a sense of home and belonging within conferences that can at times be over-
whelmingly white or male-dominated. Another person described being at NeurIPS over time and how 
much better it became as organizers cultivated more affinity groups and workshops: “[Organizers] put a lot 
of effort into changing it... And I think it’s better now. It’s much better than before, because there’s like a lot 
of different kinds of [affinity groups and] workshops.” (Interview participant on NeurIPS and FAccT, June 
5, 2023). This person explained that these groups allow attendees to create a space within a space to find 
community and people interested in the same things.

Some respondents enjoyed mentorship sessions and opportunities that affinity groups offered and wanted 
to see these opportunities expanded. One person expressed a desire for those more senior in the field to 
offer mentorship and dedicated time to younger scholars through affinity groups. “One thing I would love 
is if researchers could honestly just say, ‘Yes, there’s a problem.’ Part of it involves that we don’t mentor 
enough, [so] I will take it upon myself … to mentor three kids” (Interview participant on NeurIPS, 
November 30, 2022). This quote highlights the opportunity for more senior scholars in the field to lead on 
intentional engagement with BIPOC students and early-career scholars.

While affinity group spaces were a great way for community building in uplifting scholars, many attendees 
experienced a lack of support from the wider conference community. For example, at NeurIPS, affinity 
group paper presentations and poster sessions were held separately from the rest of the conference, the day 
before many of the conference activities started. This led to very few attendees from the wider conference 
community participating. One conference attendee whose work was featured in an affinity group meeting 
noted that it might be more successful to schedule affinity group sessions in a more prominent part of the 
conference, stating, “Instead of making the affinity group workshops separately, before or after the main 
conference, it might be good to make it in the middle … so the work of [women and BIPOC scholars] will 
be also visited by other communities” (Interview participant on NeurIPS, November 30, 2022). Multiple 
respondents felt sidelined as their work was not presented alongside other attendees, which led to feelings of 
disconnection. Holding all affinity groups at the same time also does not make space for conference-goers 
whose intersectional identities or allyship defies choosing a single event; allowing affinity groups to meet at 
different times throughout the program will allow attendees to participate in more than one identity group 
during a conference.

This highlights another consistent challenge in aligning two important goals of DEI work at conferences: 
establishing inclusive spaces where people can find community is sometimes in tension with making the 
conference as a whole more diverse and equitable. There is simultaneously a need to highlight work done by 

When we go into a conference, it’s not just our 
academic work we bring, it’s our selves. It’s our 

background, it’s our culture, it’s our vibe.
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and inside of BIPOC scholarly communities, and a need for integrating that work into the main program. 
One way through this challenge is for non-marginalized scholars to attend affinity-group-led sessions as fre-
quently as they do the main program.

 

Promote wider access and engagement with affinity groups.

• Space affinity groups out across the conference program to encourage wider engagement and 
cross-pollination and to afford opportunities for this work to be championed by the entire con-
ference community.

• Hold affinity groups events during the same days as the main conference program.

• Promote public affinity group events to all attendees.

 

Use curated tracks in the main program to feature affinity group work.

• Invite affinity group organizers to have the opportunity to curate a part of the main conference 
program.

 

Address experiences of disconnection by creating social infrastructure for newcomers.

• Revisit any official conference policy discouraging social gatherings, such as the FAccT policy 
on “Co-located events hosted by third-parties.” 

• Design social events for all attendees that more intentionally foster social connection among 
newcomers.

• Create opportunities for mentorship between career stages.

Increasing Speaker and Organizer Diversity

One facet of DEI work is to increase the diversity of organizers and invited speakers. This can look like the 
organizing committee inviting significant academics and practitioners who are also BIPOC to keynote the 
conference or join conference leadership. Organizing committees and invited speakers are the most public 
“face” of the academic community, so deliberate representational diversity at these levels can have signifi-
cant downstream effects. Speaker programming honors significant contributions to the space, and can be 
curated to address topical or thematic gaps in the rest of the program. While each of the three conferences 
studied had some diversity in speaker and organizing committee programming, one interview respondent 
shared that closely related AI, machine learning, and natural language processing conferences were not 
making reflective choices in this regard: “There weren’t any Black speakers, speakers were a lot of white 
people [and people] from big tech companies….All the Black people were in the workshop presentations. 
So when it comes to keynotes or guest speakers, I didn’t see any Black person speaking...which I’m still 
trying to comprehend.” (Interview participant on Empirical Methods in Natural Language Processing43 

Recommendations
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(EMNLP), March 14, 2023). This respondent’s experiences in closely related conferences underscores 
what others shared about the dynamics in the AI field more broadly.

Many conference organizers stated the need for diversity at the level of both conference committees and 
invited speakers. However, few organizers spoke about program and organizing committee curation as a 
way of recognizing the substantive impact of BIPOC standpoints on the intellectual trajectory of the field. 
One organizer of AIES asserted that keynote programming requires organizers to be very reflective and in-
tentional about which perspectives have previously been spot lit at the conference and which would make 
an important contribution to the community. Keynotes can be an important opportunity to cross-polli-
nate specific conference communities with highly relevant and essential contributions from closely related 
fields. For example, Media Studies scholar, Professor Andre Brock of Georgia Tech was one of the keynote 
speakers for the 2022 FAccT conference in Seoul; his work on “weak tie racism” provided multiple genera-
tive methodological and theoretical directions for the field and brought to light a novel form of algorithmi-
cally generated harm.

Experiences of Respondents

Respondents considered speaker and organizer diversity to be an important part of DEI. Multiple BIPOC 
attendees cited keynotes at AIES 2022 by computer scientists Inioluwa Deborah Raji and Rediet Abebe as 
playing a role in making them feel more welcome and included.

At the same time, some respondents considered proactive invitations to BIPOC scholars to be tokenizing. 
One survey respondent said: “Each time I present my work, author a book about it, discuss it... people that 
tokenize and objectify me, my work, [and] my community, eat it up, regurgitate it as their own discoveries and 
go to great lengths to erase, replace, extract, exploit and abuse” (Survey respondent #50 on AIES). Another 
survey respondent stated “Harms toward BIPOC communities are just sidelined, noted just as how certain 
applications are harmful and that’s about it. The particular absence of liberatory approaches to tech that are 
[also] indigenous deeply concerned me. Keynote speakers are not the only ways to have that scholarship [be] 
present at conferences” (survey respondent #47 on AIES). Here, the respondent notes a narrowness to the 
inclusion of BIPOC scholarship to take note of harms, but not liberatory or alternative approaches.

Some participants, for instance at the AIES conference, noted a disconnect between the presence of BIPOC 
scholars among keynote speakers and their absence in conference leadership positions. One survey respon-
dent said, “I want more extensive representation of marginalized groups at the organizational level. Again, I 
think AIES’s leadership has been too white for the past few years” (Survey respondent #56 on ACM FAccT 
& AIES). Another person observed “the sheer volume of whiteness around and the positions of power that 
the white folks occupy” (Survey respondent #63 on AIES). Another participant shared the experience of 
joining an organizing committee for FAccT that was almost all white.

At the same time, conference organizers who have extended invitations to BIPOC scholars to co-organize 
note that their invitations compete with many other demands on these scholars’ time:

There is a lot of research that especially those who are coming from underrepresented 
backgrounds, they’re in high demand, meaning that they probably will be asked a lot 
more by a lot of different organizations and events to serve. So they might be actually 
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even more overloaded and overburdened. So it’s a dilemma. (Interview respondent on 
FAccT, June 22, 2022).

This quote underlines that there is an ongoing tension between centering historically excluded voices as a 
push toward inclusion and respecting the limits (in time and labor) of prominent subgroup scholars.

BIPOC attendees highlighted the impact of organizer diversity on multiple aspects of their conference ex-
perience beyond the highly public level of keynotes—from panel discussions, to chairing a session, to mod-
erating Q&A at the end of talks. In one case, a panel moderator directed questions about equity solely to 
a BIPOC panelist. Another session chair was visibly unfriendly to a non-native English speaker. Multiple 
respondents in the survey noticed opportunities to ask questions being directed solely to white men in Q&A 
segments. This indicates that inclusion should be an effort across the variety of settings in which a confer-
ence program unfolds from the highly visible and public keynotes to more mundane and semi-public con-
versations during paper presentations.

 

Consider how work is allocated between existing and new organizers.

• Be aware that some invitations to increase organizer diversity place additional burdens of time 
commitments and unpaid labor on BIPOC participants.

• Ensure that work assigned to local organizers includes work beyond operations support, in-
cluding creative and high-profile opportunities like keynote programming.

• Recognize foundational work in the field by BIPOC scholars through distinguished keynote in-
vitations and by programming panels to address questions raised by their work.

 

Uplift BIPOC scholars and their work.

• Spotlight liberatory and trailblazing work by BIPOC scholars and communities, rather than a 
sole focus on vulnerability and harm.

• More deeply engage BIPOC scholars beyond topics of race and equity.

 

Improve capacity for DEIA work and accessibility.

• Create a DEIA chair position in conferences like AIES that do not already have one.

• Provide training and guidance on inclusive moderation for session chairs and panel 
moderators.

Recommendations
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Travel Support and Other Scholarships

Travel support is an important access need and is a form of equity. All three of the conferences provide 
the opportunity to apply for different levels and types of travel support to all attendees and presenters, and 
some affinity groups offer separate travel funding opportunities. Honoraria are typically also offered to key-
note speakers and presenters, which become particularly important when inviting keynote speakers who 
do not have faculty or research funds available. Having funding to cover things like hotels, food, and travel 
make it possible for many people to afford high travel costs and conference fees.

NeurIPS each year has a financial assistance program to apply for travel support; the conference also has a 
strong presence of affinity groups, which are self-supported to provide their own travel funding to accepted 
participants.44 In AIES 2022, financial support was provided solely for people accepted into the student 
program by waiving the conference registration and a need-based financial stipend, depending on the stu-
dent’s access to funding in their home institution. FAccT also has registration fee waivers and travel grants 
by application that are administered by the financial chair. In addition to need-based funding, in 2022 
FAccT had surplus funds from its online-only conferences from the year before that were allocated toward 
the DEI fellows’ travel expenses and fellowships.

Experiences of Respondents

Attendees were often excited to attend and be in conference spaces. Respondents expressed the desire for 
more scholarships and expanded travel support. Some of them have also had to contend with frictions 
around “reimbursement culture,” in which they are expected to have adequate credit and savings in order 
to pay for expensive travel upfront and wait to be reimbursed.45 Large bureaucratic institutions, such as 
universities or the scholarly societies that host conferences, typically have long lag times between reimburse-
ment claims and payment, creating challenging circumstances for attendees who struggle with financial 
precarity. For them, the cost of attending such events is already a significant burden, with expenses ranging 
from hundreds to thousands of dollars. As one interviewee put it, “We are institutionally funded, where 
probably when you get in, you have your institution paying for you. So first of all, even getting people to pay 
for your registration and booking the ticket for you, is a challenge—and it was a challenge.” (Interview re-
spondent on EMNLP, March 14, 2023). These barriers are even more acute for independent scholars who 
lack the support of affiliated organizations and have to bear these costs by themselves. Other respondents 
noted that acceptance notices for conference papers often come too close to the conference itself, com-
pounding the problem with more expensive flights. Many participants and organizers acknowledged that 
acceptance delays create tremendous issues around funding and visas which greatly hinder participation 
and representation in the conference space.

Increasing the types of conference participation opportunities available would also support students’ ability 
to secure institutional resources for their attendance. One survey respondent expressed wanting to have 
different participation opportunities available to them that were not contingent on publishing papers—
such as a pre-candidacy colloquium. They stated, “As an early researcher, it is so difficult for me to work 
on a project on time to submit a paper so as to help me get the scholarship to attend the conference. Can 
organizers also look out for some of us who are doing our best to stay strong in the field? I have so many 
ideas, and it’s difficult to actually work toward these ideas to papers due to lack of resources and support.” 
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(Survey respondent #11 on NeurIPS & EMNLP). Another person suggested that increasing opportunities 
to formally participate in the conference as first- and second-year students would help foster collaborations 
for future paper submissions to the conference.

The gap in resources and opportunities, however, extends beyond securing travel support. One respondent 
suggested other methods of investment might be better than travel funds:

We came here, we presented the paper and we go back. [...] It doesn’t bring any change 
to our community. [...] And if the people who provide grants … travel grants and so on… 
if they’re really concerned about the development of Black people or underrepresented 
people in general, they should have invested [in our communities]. Actually, my dream is 
NLP. I would love to create an NLP lab to help students in my country. (Interview partici-
pant on NeurIPS, November 30, 2022).

While travel funds are a necessary step in creating equitable conference participation, other forms of in-
vestment—guided by the scholars they are meant to support—will be necessary for long-term investment 
in diverse scholarship.

 

Provide resources and adequate timelines for those obtaining visas.

• Provide an earlier staggered acceptance process to support those with visa requirements.

• Designate a fast-response team with support letter materials and share their contact informa-
tion with visa applicants in case of challenges.

 

Expand and advertise funding for DEIA efforts.

• Continue to invest and expand funding for DEIA efforts.

• Create a working group to assess how the conference’s sponsorship policy and practices affect 
funding toward DEI initiatives and whether changes would be beneficial.

• Waive registration costs for PhD students, local students, and those experiencing hardship.

• Conduct outreach so more people are aware that funding is available.

• Direct funds and opportunities to labs doing BIPOC-led work.

 

Foster greater transparency and responsiveness in funding processes.

• Be clear about the projected amount of funding available, anticipated likely level of indi-
vidual support, notification and reimbursement timeline, and point of contact in the event of 
problems.

• To the extent possible, reduce the amount which an attendee must float the cost of attendance.

• Advance cash payments to scholars who receive travel funding support so that there is no reim-
bursement process.

• If professional association (e.g., ACM) membership includes a discount, apply this discount to 
all attendees receiving any level of formal funding support.

Recommendations
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Conference Locations and Geographic Diversity

The three conferences we examine for this report were founded in the US (NeurIPS and FAccT) and UK 
(AIES), but are imagined as global in their reach and concern. After all, AI systems and their consequences 
do not remain confined to the context of their development; they are transnational in scope and scale. The 
desire to feature more non-US/UK work has led to many conferences rotating their annual destinations. In 
theory, this creates opportunities for the conference to engage with local communities of scholars engaged 
in similar research pursuits who would otherwise find it difficult to participate in the conference, given the 
difficulties of obtaining a visa and the resources required. Western nations like the US are notoriously chal-
lenging for some foreign professionals to travel to, with the length of time necessary to secure a visitors visa 
often extending past the gap between acceptance to the conference and the event itself.46

The three conferences I studied reflected this US-UK centricity but also a desire to connect with scholars 
globally. NeurIPS 2022 was hosted in New Orleans, Louisiana, in the United States

FAccT 2022 took place in Seoul, South Korea, which was its first edition outside of the US or Europe. 
AIES 2022 was held in Oxford, United Kingdom.

Experiences of Respondents

Multiple respondents noted the importance of rotating conference geography for visa purposes:

They always hold it in countries where most people can’t attend anyway…if you call it in-
ternational, it needs to be international. Right? If you’re clear about it being like the US 
or whatever, sure. If it’s supposed to be international, it’s supposed to be international. 
And international is not the US and EU, or Canada. CVPR is the largest Computer Vision 
Conference, and it’s supposed to be a North American Conference, and it is only held 
in the US and Canada. Never in Mexico. Not once in Mexico. “North America,” right? 
(Interview participant on NeurIPS and FAccT, June 5, 2023).

To date, most editions of AIES and FAccT have been held in the US or Europe, where people in many coun-
tries face barriers to visa access. In 2019, FAccT published a strategic plan outlining a goal to lead in the geo-
graphic inclusivity of the conference, “across [the] country, across [the] globe (especially non-West and non-
Northern Hemisphere).”47 Since publishing its strategic plan, the FAccT conference has adapted its practices, 
establishing a pattern of hosting the conference in the United States and in other countries by alternating 
years; FAccT 2024 will be in Latin America. Many interview and survey respondents share this broader goal 
and underlined the extra work required to forge a genuinely international scholarly community.

While moving the conference to new locations does provide greater accessibility for some academics at the 
expense of others, respondents expressed other challenges. Given that conference leadership is still largely 
white, and US/UK-based, the labor to relocate proceedings to a new culture or host country is placed on 
local organizers. These local organizers are often not experienced event planners, but AI ethics scholars 
themselves, and are required to do exceptional amounts of cultural translation work between the main con-
ference organizers and local vendors. For instance, it can be difficult for these local organizers to find spaces 
that can accommodate large conferences and the specific needs of the largely Western attendees. When con-
ferences are held in the Global South or other non-Western locales, meeting these many needs falls to local 
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organizers and volunteers. This coordination also comes along with the literal translation labor—transla-
tions for contracts and fellow organizers.

In addition to the factor of extra burden on local organizers, relocated conferences often do not change 
their focus or content to engage with local communities. The conferences may remain US-centric, or accept 
and promote the same style of scholarship regardless of physical location. As one respondent put it, “I still 
feel that the majority of the work at FAccT or AIES targets the topics of interest from Western countries 
and the Global South, [focus] is far lagging behind.” Respondents across the board described experiencing 
this gap between location and conceptual focus: “So it’s a bit of an oxymoron. On the one hand you want 
to encourage diverse and different research. On the other hand, if you end up measuring it—if your bench-
mark is Western research, that system, that way of doing reviews, ends up systematically excluding people 
that do not want to add to the status quo.” Efforts to increase geographic diversity, then, do not dislocate 
deeper barriers experienced by those offering non-Western perspectives and frictions they face in terms of 
the review criteria by which work is evaluated.

When conferences are held in the Global South or other 
non-Western locales, meeting these many needs falls 

to local organizers and volunteers.
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Be mindful of the visa issues for attendees.

• Choose countries with fewer visa barriers to entry for scholars from Global Majority countries.

• Host AI ethics conferences in countries in the African continent (c.f. The 2020 edition of the 
International Conference on Learning Representations, which was scheduled to be held in 
Addis Ababa but went virtual for COVID).

 

Build in a longer runway toward building more durable connections to scholars transnationally.

• Immediately on choosing a transnational conference location, begin building ties to relevant 
local scholars and civil society groups.

• Hold a bi-monthly transnational conference call to build community leading up to a new host 
country context and to build awareness.

• Declare conference dates years in advance so that local organizers have much longer notice on 
when the conference will be held in their location.

• Allow for a longer runway for negotiations with local vendors in new geographic areas to allow 
for more mindful and intentional planning.

• Anticipate and provide for translation expenses, especially for contracts, instead of expecting 
local organizers to do it.

 

Mitigate the extent to which moving locations places some of the most challenging conference 
organizing labor on likely-newcomers to the community.

• Hire a local event planner to avoid overburdening local scholars when planning conferences in 
the Global South.

• Consider traveling affinity spaces geared toward highlighting local topics, communities, and 
scholars.

• Evaluate the paper review processes to promote familiarity and engagement with a wider range 
of country-contexts and with non-Western scholarship.

• Build for relationships with new community members to endure beyond that year’s edition.

 

Foster more opportunities for local scholars, organizations, and other interested attendees.

• Waive registration for everyone within a two-hour travel radius of the conference to support 
local community access.

• When in the United States, host conferences at or in partnership with historically Black col-
leges and universities, Hispanic-serving institutions, and tribal colleges.

Recommendations
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Conclusion
A lot of people when they talk about why DEI is failing, or why a certain institution is 
not managing to hire or retain Black folks—unfortunately, a lot of the discussion revolves 
around putting the onus on Black people themselves. We should stop asking why aren’t 
Black women coming here or why aren’t Black people applying here or there. It should 
be: ‘How do we change the environment? How do we …attract Black women, and retain 
them?’ … The onus has to be on institutions on creating warm, welcoming environments, 
as opposed to putting the onus on Black women and Black folk. This is a lot of the misun-
derstanding I often see around initiatives around DEI.” (Interview respondent on FAccT 
and NeurIPS, April 26, 2022).

A year after starting the fellowship and research for this work, I attended FAccT 2023. It was based in 
Chicago. I attended in person and got to follow up with some of the participants who had agreed to speak 
with me the previous year. One of the coauthors on this report was also a co-chair for CRAFT sessions. In 
the very drafting of this report, its findings have been profound; this year’s FAccT conference featured a 
much wider array of advocacy, policy, and community members than previous ones. I even had the oppor-
tunity to present some of the findings from a draft of this report during a CRAFT workshop. Furthermore, 
the conference organizers made efforts to include local Chicago-based organizations such as the Invisible 
Institute, and Chicago-based community members were present at the event. There has, indeed, been some 
progress; however, it was disheartening to discover that many BIPOC individuals still shared similar expe-
riences like the ones I have shared in this report. Being there in person, I not only saw the rougher edges of 
inclusion efforts, but heard new stories of cultural and institutional failings. Perhaps it was people’s famil-
iarity with my work on the topic, but this year, in arguably the most visibly inclusive FAccT ever, I had nu-
merous participants confide in me with the most egregious stories of experiencing exclusion. Fellow BIPOC 
attendees were still experiencing similar burdens; they still shared feelings of discomfort. In terms of orga-
nizational support—while in the year prior there was a significant pot of money available for DEI funding 
(such as the fellowship that allowed for this research to happen) this year there was no budget allowance for 
similar research efforts.

The goal of this report was to analyze the effectiveness of specific, existing DEI efforts at AI ethics confer-
ences—specifically from the point of view of BIPOC participants. And clearly, the experiences of these folks 
bears out many ways that these efforts could be improved. But I’ve also been motivated during this work by 
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the memory of finding truly welcoming and empowering spaces—just like the Data for Black Lives confer-
ence I walked into in 2018. And so, in addition to granular improvements and recommendations, I wanted 
to see if there are glimpses of that community, that connection, in other people’s experiences. And there 
are. People described to me the excitement of connecting with another BIPOC scholar in a room, or the joy 
people felt when meeting up for dinners, drinks, or dancing after hours.

Most of the work of conference DEI committees is focused on the problem of representation, or getting a 
broader demographic of people in the room. However, the experiences of people in the room as reported 
to me are not centered on this issue, but rather on issues of tokenization and collapse of their identity with 
their scholarship. By pointing this out, I do not intend to suggest that representation does not matter or 
does not deserve further material commitment and investment. Rather, my call is to also invest in cultural 
and intellectual change that can address the experiential issues that make BIPOC attendees feel unwelcome once 
they are present. This is why I opened with the quote from Ruha Benjamin, a reminder to craft the worlds 
we need—addressing the gaps in DEI work cannot only be about limiting the harms of past cultures or 
dismantling the biases of existing structures. We need to enact improvements with a vision of and excite-
ment for the new spaces and communities we are building. This is, admittedly, the harder path for anyone 
pursuing DEI work, and a significant ask for people occupying temporary seats on a DEI conference com-
mittee—but it is nonetheless the way forward.

Inviting BIPOC scholars to participate in AI ethics spaces, after all, is only the first step. While at this mo-
ment AI ethics is taking off in the scope of its reach and impact, it is important to remember that AI as 
an approach to engineering and as a pillar of computer science is also growing at an incredible rate. The 
concerns and scholarship of BIPOC scholars invested in the impact of these technologies on real commu-
nities needs to find a path to inclusion, recognition, and ultimately substantive change beyond the halls 
and meeting rooms of AI ethics conferences. It is, after all, these deeper institutional sites of exclusion that 
create the problems that our scholarly community sees reflected and amplified by AI.

BIPOC scholars are participating in these conferences despite the experiences that I have recounted in this 
report. I imagine a world where BIPOC scholars join the field because of their meaningful experiences in 
conference spaces.

Being there in person, I not only saw the rougher edges 
of inclusion efforts, but heard new stories of cultural 

and institutional failings.
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Appendix: Methods
This research was conducted over one year using interviews, surveys, and observational data from three 
conferences broadly concerned with AI ethics in 2022. I attended: (1) the Fifth ACM Conference on 
Fairness, Accountability, and Transparency, which took place on June 21–24 2022 in Seoul, Republic of 
Korea, (2) the Fifth AAAI/ACM Conference on Artificial Intelligence, Ethics, and Society (AIES) held 
on August 1–3, 2022 in Oxford, United Kingdom, and finally, (3) the Thirty-sixth Neural Information 
Processing Systems (NeurIPS) organized between November 28–December 9, 2022, in New Orleans, 
Louisiana, United States. Interviews were conducted during and after conferences with participants and 
conference organizers and spanned topics of conference events and organization, personal experiences in 
conference spaces, and the field more broadly.

These interviews were complemented with a survey to elicit input from a broader number of attendees 
than my interviewees. Survey questions asked about respondents’ identities, which conferences they had 
attended, what forms of DEI and other relevant efforts they had observed, their experiences, and their input 
on how to make each conference more inclusive. Recruitment was conducted on-site by distributing fliers 
and online via Twitter; both methods directed to a SurveyMonkey page. The survey received 102 responses, 
of which 53 respondents fully completed the survey. Of the respondents, 26% described their employment 
as academic, 48% as graduate students, 15% as industry, 7% as civil society/nonprofit, 2% as government, 
and 2% as other. Of the respondents, 39% identified themselves as African American/African/Black, East 
Asian 18%, and Hispanic/Latinx 2%, Middle Eastern/North-African 2%, South Asian 10%, Southeast 
Asian 8%, and others 20%. The survey and interview invitation was promoted via tweet and email an-
nouncement at the same time as each key conference; this broadcast function resulted in one interview sub-
ject who had not attended FAccT, AIES, or NeurIPS, but who is an AI ethics researcher anchored in rele-
vant NLP-specific conferences.

There were 16 interviews conducted with both attendees and organizers. Our interview results were qual-
itatively coded using an iterative, inductive approach to describe and cluster themes from respondents. 
Interviews were re-coded by two members of the team using the stabilized codebook. This project was 
overseen by an external Institutional Review Board, which classified the research as exempt under the US 
Common Rule. We have anonymized the identity of all respondents to preserve privacy.
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Our data collection left the question of organizing DEI efforts open-ended, given that it can take a number 
of forms. The semi-structured interview protocol allowed respondents to provide their own perspective on 
these efforts. The survey questions were less open-ended and provided a list of common aspects of confer-
ence organizing that often constitute DEI and asked participants to indicate which they had observed at a 
given conference, including diverse keynotes, travel support, affinity groups, child care, equity-themed pa-
pers and workshops, anti-harassment policies, or other efforts (with an invitation to write a comment in an 
open text box).

We note that the commitments of DEI efforts extend far beyond racial equity measures to include aspects 
like accessibility for wheelchairs and people who are hard of hearing, childcare support, and private rooms 
for breastfeeding or religious observation; however, this project is scoped more narrowly around the expe-
riences of people who are Black, indigenous, and POC and the salience of race and ethnicity. This choice 
is not to limit a broader understanding of what constitutes DEI, but to follow the first author’s research 
agenda of exploring joy and solidarity in BIPOC spaces.

First author Emnet Tafesse conducted all interviews, designed and distributed the surveys, and led initial 
data analysis. During coding, all members of the team collaborated on identifying themes and parsing tran-
scripts. Emnet and team member Meg Young created the code book against which all of the data was re-
coded. Emnet and Meg worked to produce an initial outline and shared the drafting of each section, with 
all team members helping to contribute writing, revisions, and citations on individual sections. Following 
internal review of an initial draft, Emnet and Meg took primary responsibility for finishing the draft, corre-
sponding with external experts, and carrying out rounds of revisions.
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