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The curious case of tweeting an Aadhaar number: trust/mistrust
in security practices of public data infrastructures
Ranjit Singh

AI on the Ground, Data & Society Research Institute, New York, USA

ABSTRACT
This paper explores data security practices of Aadhaar, India’s biometrics-
based national identification number, and the co-constitution of trust and
mistrust that underlies its operation as a public data infrastructure. Based
on 18-months of multi-sited ethnographic research, I document tensions
around whether Aadhaar numbers were designed to be disclosed publicly
or kept confidential. I further map identification practices around how
residents share their Aadhaar numbers with other government and
private organizations to access services. These practices to promote
sharing of Aadhaar numbers broke down with growing anxieties over
their public disclosure on government websites, lack of audits, and
emerging forms of Aadhaar-based frauds. In response to this rising
mistrust, an ex-member of Aadhaar’s design team publicly disclosed his
number in a tweet that went viral. The paper uses this tweet as a point
of departure to: (1) provide an account of infrastructural concerns
(grounded in design choices and events) that transformed Aadhaar
from a public to a confidential number; and (2) illustrate that this
transformation reflects how trust and mistrust co-constitute Aadhaar’s
data security practices. I conclude by illustrating how these
infrastructural concerns imbricate to produce a spectrum of possibilities
where identity numbers are simultaneously public and confidential,
trusted and mistrusted.
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Introduction: tweeting an identity number

On 28 July 2018, Ram Sewak Sharma, Chairperson of the Telecom Regulatory Authority of India
(TRAI) at the time, and an ex-member of Aadhaar’s design team, tweeted: ‘My Aadhaar number is:
[…]. Now I give you this challenge to you: Show me one concrete example where you can do any
harm to me’ (Scroll Staff 2018)! Aadhaar is a unique 12-digit number assigned to every enrolled
Indian resident based on their biometric (ten fingerprints, two irises, and facial photograph) and
demographic (name, age, gender, and residential address) data (UIDAI 2010). The Unique Identifi-
cation Authority of India (UIDAI) began Aadhaar enrollment in 2010 with the ambitious goal of
registering the entire Indian population. With more than 1.36 billion enrollments, Aadhaar is
the largest biometric database in the world.1 Aadhaar numbers are standardized legal identities
for every resident – purportedly including those who previously lacked identity documents –
and can be used in transacting with any government or private organization in India. A resident
becomes a citizen when they use Aadhaar to secure other government services, and a customer
when they use it to interact with private agencies. An Aadhaar enrollee, thus, is simultaneously a
resident, a citizen and a customer depending on where they use Aadhaar and for what purpose.
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The standardization of identity through Aadhaar involves three key processes: (1) Enrollment: pro-
ducing a unique Aadhaar number after collecting and deduplicating a resident’s biometric and
demographic data. (2) Seeding: adding Aadhaar numbers to a resident’s data records in other gov-
ernment and private databases. (3) Authentication: verifying that an Aadhaar number belongs to a
resident when they access and claim a service. These processes together operationalize Aadhaar as a
public data infrastructure increasingly central to the distribution of uniquely identified know-your-
resident (KYR) information (name, age, gender, and address) of Indian residents to an ecosystem of
public and private organizations.

The organization of these key processes raised several questions throughout the eighteen months
of my ethnographic fieldwork: Can Aadhaar numbers be disclosed publicly, or should these num-
bers be kept confidential? Which organizations may be trusted to access it, and which may not? I
conducted fieldwork in three rounds between June 2015 and March 2018 and it spanned across
multiple sites (Marcus 1995) including locations such as startup workspaces in Bengaluru; and
offices of the UIDAI, frontline Aadhaar-related service outlets, the Supreme Court of India, and
activist organizations in Delhi. These questions were not only matters of framing identification
as a matter of establishing uniqueness, but also taming the multiple meanings of uniqueness in
my broader investigation of the co-constitutive relationship between the public/confidential nature
of identity numbers and trust/mistrust in data security practices of public data infrastructures such
as Aadhaar (Silvast and Virtanen 2019). Sharma’s tweet, a few months after I finished the last round
of my fieldwork, crystallized my investigation into a viral tweet. The paper uses this tweet as a point
of departure to: (1) provide an account of infrastructural concerns (grounded in design choices and
events) that transformed Aadhaar from a public to confidential number; and (2) illustrate that this
transformation reflects how trust and mistrust co-constitute Aadhaar’s data security practices.

Sharma’s tweet was a provocation on whether public disclosure of Aadhaar numbers makes
Indian residents more vulnerable in a data-driven world. More than two years later, he reflected
on his tweet:

Nobody could demonstrate any harm, either then or in the months that have followed since [the tweet.…] Of
course, when the hackers tried to show that they could cause me some harm, I did take a few precautionary
steps. For example, I changed my passwords and hardened them on my bank accounts, social media accounts
and email accounts. Yet, when hackers are out 24 × 7 to cause harm, one feels vulnerable. One does not know
the source of the attack. (Sharma 2020, 121–23, emphasis added)

Sharma, a design teammember, who fully understood and trusted Aadhaar’s data security practices,
felt justifiably anxious and vulnerable after tweeting his number. His anxiety was borne out of a
consequential lack of agency in controlling what others can do with his number after its public dis-
closure. Such anxiety cannot solely be addressed by investing in data infrastructure literacy (Gray,
Gerlitz, and Bounegru 2018); it shows how security practices of public data infrastructure can be
trusted and mistrusted at the same time.

Aadhaar is simultaneously a data infrastructure for identification and an identity number. Thus,
critically engaging with its nature requires interweaving the notion of ‘public’ with three inter-
twined, yet distinct conceptual threads. In the first thread, I use public to imply ownership by
the state; I analyze Aadhaar as a public infrastructure owned and operated by the government of
India. The second thread centers on public(s) as manifestations of ‘amorphous and unarticulated’
collectives of people who organize themselves in the face of problems and/or issues that affect them
to express their concerns (Dewey 1927, 131). In an analytic sense, this notion of public(s) works as a
formal device to engage with the cultural discourse of problems around which people get organized
(Warner 2005). Perceiving these problems, Dewey (1927) argues, often requires specialized exper-
tise (such as understanding the flow of citizen data in organization of Aadhaar-based services), and
by acting upon them the public manifests its capacity to hold the government accountable (for
example, in the organization of identification as a service). Finally, for the third thread, I use public
to explore the principle of openness in disclosure of Aadhaar as an identity number and contrast it
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with practices of keeping it confidential. Since engagement with the first and second threads are
common and well-understood in sociotechnical analysis of data infrastructures, I only provide
more context for the third thread.

Identity numbers can be publicly disclosed and thus, can be public like a person’s name when
the number itself is not sufficient to authorize access to any service. For example, a credit card
number alone is not enough, additional pieces of information, such as the Card Verification
Value (CVV) code, expiry date, and billing address, are required to authorize a financial trans-
action. Yet, credit card numbers are not publicly shared like a person’s name. They are considered
confidential, a secret shared only in specific situations with expectations and shared agreements
over protecting data. The push and pull between openness and confidentiality of identity numbers
raises a fundamental paradox in trusting data security practices of public data infrastructures for
identification. On one hand, from an organizational design perspective, publicly disclosing citi-
zens’ identity numbers promotes trust and recognition in a state’s formal economy. Consider, for
example, the disclosure of bank account number printed on any check. The bank uses this num-
ber to recognize the account holder and verify their signature before debiting their account. With-
out this disclosure, a check cannot be trusted as a financial instrument. On the other hand, from a
citizen’s perspective, keeping an identity number private or confidential engenders mistrust in
contending with the persistent possibility of its unwelcome revelation. Yet, the agency in choos-
ing when to reveal this number fosters a sense of control and trust in data security practices. In
either case, whether identity numbers are confidential or public, the anxieties over unwelcome
revelation and future ramifications of public disclosure are responses to the risk of identity
theft and/or surveillance.

In the following sections, I begin with reviewing two ongoing debates around datafication and
technology that this paper draws on and contributes to: first is the polarization around identifi-
cation technologies as tools for recognition and/or surveillance, and second is the debates over mul-
tiple dualities in articulating the role of trust in organizing sociotechnical practices. These debates
form the canvas on which I go on to trace the technical choices made by Aadhaar’s design team and
the UIDAI, and subsequent events that shaped perceptions of different public(s) around the appro-
priation of Aadhaar as a public data infrastructure and a public identity number. I show how each
choice and event added additional layers of meaning to how ongoing ways of trusting and mistrust-
ing Aadhaar’s data security came to mutually shape its role in identification practices of digital
India. I conclude by exploring these layers together and illustrating how infrastructural factors
imbricate to produce a spectrum of possibilities where identity numbers can be public and confi-
dential, trusted and mistrusted at the same time.

Debates over trusting identity numbers

In a datafied state, citizen data mediates state-citizen relations. Citizens become data subjects –
people ‘who are not separate from but submit to and are active in the various ways that data is
made’ (Ruppert, Isin, and Bigo 2017, 5). On the state’s side, identifying citizens becomes a problem
of locating their data record (Gelb, Mukherjee, and Navis 2020). Knowing them turns into a matter
of managing and interpreting their data (Cheney-Lippold 2017; Nair 2021). Identity numbers are
positioned to resolve this problem of locating, managing, and interpreting citizen data, or to put
it simply, the problem of identification (USAID 2020). On the citizen’s side, access to the state
becomes grounded in managing representation through data in public data infrastructures
(Singh and Jackson 2021). Bureaucracies turn into centralized data dashboards (Singh 2019). Iden-
tity numbers are positioned as a condition for claiming citizenship (Breckenridge and Szreter.
2012). In this section, I review the ongoing debates over identification and identity numbers
under two themes: first, the purpose of identification and second, the locus of trust in identity num-
bers as a technical solution that makes identification possible. In short, while the first set of debates
are over the why of identification, the second is about how.
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Starting with why, the debate over purpose of identification has become increasingly polarized
between discursive logics of recognition and surveillance (Weitzberg et al. 2021). On the one hand,
the proponents of identification argue that recognition is a precondition for claiming citizenship
and engaging with state services (Breckenridge and Szreter. 2012). Such arguments have been cru-
cial in: (1) the inclusion of providing ‘legal identity to all’ by 2030 in the United Nations Sustainable
Development Goals (UNSDG) (Sperfeldt 2022); (2) organization of the World Bank’s Identification
for Development (ID4D) Initiative (World Bank Group 2016); and (3) the turn to humanitarian
cash transfer in international aid programs (High Level Panel on Humanitarian Cash Transfers
2015). On the other hand, arguments against identification center on its inextricable relationship
with the pursuit of legibility and surveillance (Lyon 2009; Monahan, Phillips, and Wood 2010;
Scott 1998). Identification is positioned as a precondition for datafication, which in turn, is cri-
tiqued as a form of: (1) technosolutionism (Greene 2021); (2) technochauvinism (Broussard
2018); and (3) technocolonialism (Madianou 2019). Such critiques have been essential in calling
attention to the need for a broader framework of human rights and dignity, encompassing privacy
and non-discrimination, in the design, implementation, and appropriation of identification systems
(Latonero 2018). Thus, ‘rather than two sides of a binary debate, surveillance and recognition are
mutually compatible developments that are increasingly collapsed’ (Weitzberg et al. 2021, 2). The
occasions of their collapse provide a generative space for thinking through how trust in identity
numbers is secured, maintained, broken, and challenged.

Moving onto how, when identification is approached as a simultaneous condition of possibility
for recognition and surveillance, trust in identity numbers becomes a matter of trusting data sys-
tems that make identification possible. In a computational sense, identity numbers are proxies
that help locate a person’s data records in data systems; they serve the purpose of a primary key.
Focusing on data systems brought up the first duality in my exploration: within computational
sciences, trust is broadly placed either in technologies (artifacts or systems) or people (individuals
or institutions) (Shahar et al. 2021; Thiebes, Lins, and Sunyaev 2021). When placed in technology,
trust is considered an outcome of its seamless operation; it is the result of technologies performing
reliably (Mcknight et al. 2011), predictably (Thatcher et al. 2011), and achieving intended function
and purpose (Lee and See 2004). When placed in people, it is treated as an attribute of competence/
virtue/morality (Mayer, Davis, and David Schoorman 1995; McKnight, Choudhury, and Kacmar
2002). Within this duality, trust in identity numbers becomes either a matter of technical design
or moral persuasion. Either the underlying data system is designed to protect personal data, or
the misuse of identity numbers is prevented through individual volition and/or institutional checks
and balances.

Since identity numbers play an integral role in interfacing with the state, their technical design
cannot be separated from institutional checks and balances. In an administrative sense, designing
public data infrastructures is policymaking by other means (Herd and Moynihan 2019). Combining
technical design with institution building steered my attention towards the relationship between
individuals and institutions. This sociological turn in my exploration of trust brought up the second
duality between personal trust and system trust (Luhmann 2017): Trust is either a marker of an indi-
vidual’s agency in relationships such as strategy, resource, risk-taking, and game or an emergent fea-
ture of social structures such as family, community, organizations, industry, and political system
(Möllering 2001; Sztompka 2000; Watson 2009). Engaging with this duality, trust emerges either
in use or through legitimacy. Either individuals trust identity numbers when they have a sense
of control over their use or existing legitimacy of institutions involved in infrastructuring identity
numbers acts as a mirror for their trustworthiness.

In either case, trusting identity numbers as proxies for people during transactions inevitably
implies a degree of dependency over what others can/might do with such disclosure. This depen-
dency produces diverse risks such as identity theft and surveillance. Trust serves as an orienting
principle for responses to such risks through ‘a redistribution of control. In trusting, we both relin-
quish control over our environment and attempt to extend control over others’ (Carey 2017, 7
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emphasis in original). While trust is a way to manage and control the freedom of others, mistrust –
‘a general sense of the unreliability of a person or a thing’ (Carey 2017, 8) – is an equally powerful
way to engage with the freedom and autonomy of others. Within this duality,mistrust does not undo
the work of trust (for example, trust builds relationships, mistrust breaks them apart), rather they co-
constitute each other: ‘Each implies its shadow: where people assume that others can be known and
so trusted, they are also aware that sometimes this does not hold; and where they assume that others
are largely unknowable, they are also aware that some are less unknowable than others’ (Carey 2017,
10). Seen through the lens of this duality, mistrust in identity numbers produces its own set of
complementary security practices that, in turn, can enhance their reliability and trustworthiness
as proxies for citizens.

Furthermore, mistrust is crucial in organizing bureaucratic processes of identification, which
must contend with the limits of inductive reasoning in establishing citizen identity through evi-
dence. As Partha Chatterjee puts it in his poignant account of the adjudicating a case of impersona-
tion in early twentieth century Bengal: ‘whereas identity may be disproved by evidence, it can never
be proved beyond doubt’ (Chatterjee 2002, 362). Every governmental effort to certify and authenti-
cate citizen identity must set up a trail of evidence to achieve correspondence between citizens and
their government records. Fixing identity requires work on two fronts: First, providing citizens with
a means to claim their identity, for example, issuing an identity number/document (such as Aad-
haar) and insisting that citizens produce it whenever required. Second, keeping government records
of issuing such an identity number/document against which citizens’ claims to identity could be
adjudicated. Data on an identity document is compared against data on government records. A
match results in authentication of identity, while a mismatch is bureaucratically considered false
representation of identity. However, a match does not necessarily indicate correspondence between
a citizen’s identity and their government record; ‘people will often try to fool them by claiming to be
someone they are not, and the authorities have to be vigilant’ (Chatterjee 2002, 364). Managing citi-
zen data is replete with challenges of dealing with forgery and other forms of corruption in the way
the government manages citizen records and how citizens manage their corresponding identity
documents. ‘Modern governmental regimes must presume every individual to be an imposter
until he or she is able to prove the contrary’ (Chatterjee 2002, 363). Since proving citizen identity
beyond doubt remains administratively unachievable for any government, the foundational assump-
tion for designing any public data infrastructure for identification is mistrust of citizens. Yet, the
appropriation of such infrastructures requires that citizens trust their identity numbers and feel
that they are adequately secured by the state against the risk of identity theft and/or surveillance.
Identity numbers, thus, are markers of the level of trust between the state and citizens and the
ongoing work of sustaining them emerges through an ever-unfolding recursion of trust and mis-
trust in state-citizen relations.

My efforts in this section to theoretically map trust in identity numbers foreshadows the analytic
themes that I found useful in understanding controversies and negotiations over whether Aadhaar
numbers are public or confidential. My field stories in the next two sections broadly focus on the
interplay between trust and mistrust in data security practices and explore elements of this vocabu-
lary of debates and dualities to unpack design choices and events that shaped the use of Aadhaar as a
public data infrastructure.

Trust in data security practices of Aadhaar

Trust in biometrics

In August 2015, a couple of months into the first round of my fieldwork, I read a news story that
reported a mundane, yet new projected use of Aadhaar numbers. ‘Students may soon end up using
Aadhaar numbers instead of their roll numbers for examinations’ (Kulkarni 2015). The story indi-
cated the ongoing function creep of Aadhaar. At the time, I was in Bengaluru conducting interviews
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with the initial members of Aadhaar’s design team. I met them in startups they had launched after
leaving UIDAI. They talked about working on Aadhaar as one of the most exciting times of their
lives and were quick to compare Aadhaar with historically antecedent practices of identifying
Indian residents and identification practices in other countries. For example, they often talked
about a lack of robust civil registration system issuing Birth Certificates in India (Gopinath 2012;
Sadiq 2009) and compared Aadhaar numbers with Social Security Numbers (SSNs).

While this comparison between Aadhaar and SSN is contestable (Hickok 2015), it raised a differ-
ent concern for me after reading the news story: Should Aadhaar numbers be considered public or
confidential? SSN is considered confidential in the United States because it serves a dual purpose as
identifier and authenticator for US residents. Most organizations treat it ‘as a secret piece of infor-
mation, available only to the consumer and themselves, and give access to information or benefits
only when the consumer is able to supply and confirm his or her SSN’ (FTC 2008). Taking the com-
parison with SSN as a crucial thread for our conversation, I asked Kairav, a member of the team,
about whether residents would be similarly asked to confirm the digits of their Aadhaar number as a
security measure during authentication.

SSN is a 70-year-old technology. The reason for using the last four digits of the SSN is that there is a logic
embedded in the number. So, if I have access to your SSN, I can actually figure out a certain set of things
about you, for example, the place where you were born and so on [(see, for example, Acquisti and Gross
2009)]. But Aadhaar is a random 12-digit number […]. Since there is no hidden logic to the number, I cannot
actually do anything with it, even if I know your Aadhaar number. The four-digit security feature is unnecess-
ary. You can share your number with anyone, […] because your identity is connected to you, not the number.
(Fieldnotes, 4 October 2015)

Kairav’s response that Aadhaar numbers are random numbers with ‘no built-in intelligence or
profiling information’ (UIDAI 2014, 33) aligns with Sharma’s tweet to publicly disclose his Aadhaar
number. Without any hidden information, publicly sharing Aadhaar made no difference because it
is only one part of a two-factor authentication process involving biometrics or a One-Time-Pass-
word (OTP) sent to a registered mobile number.

Crucially, Kairav also argued that there is no difference between a person and their identity. The
design team uses this argument to justify not only their reliance on biometrics for unique identifi-
cation, but also their claim that the Aadhaar number is simply a digital record that allows residents
to claim who they are, rather than what they have or know (UIDAI 2014). This approach further
justified the decision of not investing in a smart card:

You are your identity. A card cannot be your identity. [If] you lose your card, do you lose your identity? […A
card] is only a manifestation of my identity. I could have manifested it in a mobile. […] We said this is a time
to leapfrog and say, ‘Don’t bother. […] Just make it a completely digital identity. […] You can verify your
identity and if you want to remember [it], I will give you something that you can print’. (Kairav, Personal
Communication, 24 September 2015, emphasis added)

Biometrics was articulated as a resource to provide identity to people and an assurance of data
security; no one can take away who they are (or their biometric data) from a person. While a
card can be forged, successful Aadhaar authentication through biometrics requires the resident
to necessarily be a part of its process. This requirement made forgery difficult, if not impossible.
Despite stories of cloning fingerprints (Sethi 2017) and arguments on unreliability of biometrics
in uniquely identifying a person (Jonnalagadda 2017), UIDAI has consistently promoted the rela-
tive strength of data security in biometrics-based transactions by framing the biometric details of
people as indicators of ‘who they are’ (UIDAI 2011).

Evocative of the first duality between trust in technology or people, Kairav framed Aadhaar as a
public number by placing trust in biometrics as an authentication technology without concern for
what others might be able to do with the number’s disclosure. The number by itself neither provides
any information about its holder nor can it be used to conduct any transaction without two-factor
authentication. Aadhaar differed significantly from the SSN. It works more like a public key that can
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be broadcast and disclosed at no purported risk. However, as I show in the next subsection, there
were caveats to the public nature of Aadhaar as an identity number.

Trust in the authentication ecosystem

As I dug deeper into the public nature of Aadhaar numbers with other design team members, Dak-
shin brought in considerations of context in Aadhaar’s use:

Well, it can be public or confidential depending upon how you are using it. So, for example, if you are making
use of the Aadhaar letter as proof of identity, then the number is public. While when the authentication is
routed through your fingerprints, OTP, or your demographic details, then the number is private. Of course,
you are working on the number in the background, but you are not explicitly sharing it.

So, in the case you mentioned, there are so many instances around India where somebody else is giving the
exam on the behalf of the student. So, a supervisor can simply authenticate a student’s identity by using a bio-
metric reader and comparing it with their Aadhaar number. If it matches, then you know that the student is
the person who is supposed to be taking the exam. (Fieldnotes, 29 September 2015)

Dakshin’s invocation of fraud and context of use are both equally important in understanding the
function creep of Aadhaar and the tensions over its public or confidential nature. Every government
service relies on some form of identification to ascertain eligibility of a citizen to access that service.
This process of identification and determining eligibility is inundated by mistrust in state-citizen
relations (Turkkan 2023). This mistrust engenders challenges for both citizens in securing identity
documents and the state in detecting fraud and forgery in identifying them through documents
(Sriraman 2018; UIDAI 2010). Aadhaar was promoted as a solution to this problem.

Aadhaar’s design team imagined identification as a government service in and of itself, rather
than a mechanism to facilitate last mile delivery of other government services (Nilekani and
Shah 2015). As Dakshin further elaborated: ‘An Aadhaar number did not have a particular bureau-
cratic purpose per se, it was simply intended to uniquely identify a person. […] The rest of the uses of
Aadhaar is an extension of the ecosystem that it supports by uniquely identifying Indian residents’
(Fieldnotes, 29 September 2015, emphasis added). This design requires Aadhaar numbers to be
public such that they can be seeded and shared across diverse government and private databases,
but it also raises the potential of surveillance and convergence of resident data. The ability to ident-
ify a person across contexts traverses the spectrum of surveillance and recognition.

The design team conceived of the Aadhaar database as a minimalist archive for citizen data to
retain privacy (Cohen 2019). It implemented ‘one way’ connections between the Aadhaar database
and other public and private databases to walk this fine line (UIDAI 2014, 31). Aadhaar was ima-
gined as a root identity, which is permanent and unique to an individual resident. Other domain
specific identities such as driving license, income tax number, and IDs for claiming welfare were
imagined as identities derived from Aadhaar and connected with it. This ensured that they not
only served their specific bureaucratic purposes, but they also remained uniquely associated with
an Aadhaar number. One-way linkage implies that these derived identities are connected with Aad-
haar, but Aadhaar is not connected to them. ‘Aadhaar system has no knowledge of any applications,
transactions, or domain specific identities within its database. This is designed so that information
about the resident (transaction history of a resident) is not centralized into one system and is kept in
distributed fashion’ (UIDAI 2014, 31–32). This design choice of not storing complete transaction
histories was articulated as creating a zero-knowledge system. As Pramod Varma, the chief data
architect of Aadhaar, further elaborated, ‘We are a zero-knowledge system. Whenever you use
[your Aadhaar identity], withdraw money, deposit, travel, buy pizza, whatever you want to do,
[our] system has no understanding of what transaction you did. All it knows is that you claimed
your identity, not where, and not for what purposes’ (TEDxBangalore 2016).

A zero-knowledge system is imagined as an intervention to restrict the possibility of its use for
data convergence and surveillance and afford the conditions of using it for recognition. In the case
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of Aadhaar, this is evident in its organizational ecosystem for authentication (see Figure 1). There
are five types of user authentications possible through Aadhaar (UIDAI 2011), leveraging combi-
nations of demographic and biometric information and OTPs sent to mobile numbers. On the
backend, authentication involves 1:1 comparison between other data provided by the resident
and their Aadhaar record (UIDAI 2014). The UIDAI issues two kinds of responses: First is a
Yes/No response to confirm whether the data provided matches with the data on record for any
authentication request. Second is an electronic know-your-resident (e-KYR) response, which not
only authenticates a resident’s identity, but also includes demographic details on the resident as
stored in the Aadhaar database.

As Figure 1 illustrates, Authentication Service Agencies (ASAs) and Authentication User
Agencies (AUAs) are key stakeholders in the authentication ecosystem. While ASAs interact
with the Aadhaar database, AUAs interact with residents. Together they are the intermediaries
between the Aadhaar database and residents. Simultaneously, these organizations also connect
the UIDAI to other public and private organizations seeding Aadhaar numbers into their respective
databases for delivering their own services. Thus, specifying how Aadhaar data is transmitted by
and stored at ASAs and AUAs is crucial to maintaining Aadhaar as a zero-knowledge system.
The Aadhaar Act of 2016 performs this crucial function by regulating data management practices
of each stakeholder in the authentication ecosystem.

This design ensures that no participating organization, including UIDAI, has a panoptic view of
a resident’s use of their Aadhaar number. Since ASAs and AUAs serve authentication requests com-
ing from diverse organizations, the authentication trail of a resident remains distributed across
these agencies. A quick look at the Aadhaar dashboard (UIDAI n.d.) reveals that as of May
2023, there are 31 ASAs, 251 AUAs, and 224 KUAs in the authentication ecosystem. This distrib-
uted storage ensures that every participating organization only has access to data necessary for pro-
cessing and transmitting authentication requests and responses at their end. Citizen data remains in
distributed silos. A complete view and cross-domain analysis of a resident’s Aadhaar-based trans-
actions is difficult, if not impossible, to achieve, especially without their consent, additional large-
scale investment in infrastructure for data collation, and supplemental procedures established by
law (UIDAI 2014). These design features, however, have not prevented individual states, for
example, Andhra Pradesh, from investing in their own infrastructure to collate data about residents

Figure 1. Organizations in the Aadhaar Authentication Ecosystem and their data management practices regulated by the Aad-
haar Act.
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of particular districts raising broader surveillance concerns around creation of ‘public, searchable,
digital profiles of minorities’ (Sethi 2018). Trust in Aadhaar becomes increasingly intertwined with
trust in state administrations.

While the UIDAI cannot control how state administrations collate databases of their respective
services, it controls and maintains the Aadhaar authentication ecosystem, which is designed to pre-
vent collation of personally identifiable data of Indian residents and promote data security in
authentication practices. This ecosystem is an example of designing for trust through structural
interventions. Irrespective of whether a resident understands the circulation of their data, it gets
distributed across diverse datasets maintained by different public and private organizations. If priv-
acy is a person’s agency in controlling the social situations that emerge from circulation of their data
(Marwick and boyd 2014), then this ecosystem does little to support the agency of an Aadhaar num-
ber holder. While it may prevent the possibility of turning Aadhaar itself into a digital panopticon,
the lack of agency in controlling the distribution of one’s own Aadhaar data and the potential of its
collation by state administrations has created conditions for everyday conversations and public(s)
around the issues of changes in ‘the architecture of surveillance, moving it from centralized to dis-
tributed’ in India (Masiero and Shakthi 2020; see also, Shakthi 2020).

Furthermore, this design can fail without compliance in practice. An audit of the authentication
ecosystem performed by the Comptroller and Auditor General of India (CAG) in 2021 noted that
the ‘UIDAI was neither able to derive required assurance that the entities involved in the authenti-
cation ecosystem had maintained their information systems which were compliant with the pre-
scribed standards nor did it ensure compliance of Information Systems Audit by the appointed
entities’ (CAG 2021, 49). Maintenance for trust requires continuous vigilance and accountability.
This work is never ending; in practice, it is much harder than designing for trust.

To conclude this section, the concern around publicly sharing Aadhaar numbers was centered
on the possibility of impersonation in the first subsection. Thus, the focus was on mediating an indi-
vidual’s relationship with their identity number through authentication technologies such as bio-
metrics. In the second subsection, the possibility of data convergence and surveillance became a
matter a concern, and the attention turned to structural arrangements that prevent any organiz-
ation from knowing more than it needs to about a population that it provides authentication ser-
vices to. Designing for trust at scale moves beyond technologies to institutional arrangements to
maintain the public nature of Aadhaar numbers. However, these interventions do not account
for how residents made sense of Aadhaar numbers in their everyday life and how they were used
in different public or private contexts. They serve more as the preconditions for the push and
pull over the public/confidential nature of and trust/mistrust in Aadhaar numbers. For example,
although the design team imagined Aadhaar numbers to be public, their sharing, circulation or
publication was regulated with the passage of the Aadhaar Act in 2016: ‘no entity […] shall
make public any database or record containing the Aadhaar numbers of individuals, unless the
Aadhaar numbers have been redacted or blacked out through appropriate means, both in print
and electronic form’ (UIDAI 2016, 76). This provision is being amended to allow for public disclos-
ure of records of a person containing their Aadhaar number for a specified purpose after securing
their consent (UIDAI 2023). This effort towards providing more agency and control to citizens over
their data is in response to an ongoing series of events and issues of mistrust narrated in the next
section that contributed to the turn of Aadhaar into confidential numbers.

Mistrust in data security practices of Aadhaar

Mistrust in ‘Data Leaks’

As a public data infrastructure, trust in Aadhaar is deeply intertwined with its ownership by the
Indian government. On one hand, trust in government has implied trust in Aadhaar. Shankar Mar-
uwada, the former head of demand generation at the UIDAI, noted the role of trust in the high
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demand for Aadhaar enrollment: ‘We found that India’s biggest brand is the ‘sher chhaap’2 – the
symbol of the government’ (Nilekani and Shah 2015, xxvi). In a conversation with Pranay, another
member of Aadhaar’s design team, he further elaborated on ‘sher chhaap’:

The government is one of the most trusted brands in India. We realized that the initial problem of demand
generation was not a problem at all, because in rural areas, people tend to believe that if the government is
trying to do something, it is for a new service, and you could get some benefit out of it. The mistrust of
the government is a middle-class phenomenon. They were the last adopters. So, for example, in my area,
no one took any interest in my work on Aadhaar for the first two years. It was only later that they came to
me for ‘help’ with Aadhaar enrollment. (Fieldnotes, 25 August 2015)

On the other hand, mistrust of the government has also been crucial in widespread appropriation of
Aadhaar for its imagined potential in manifesting accountability in governance. For example,
Christopher Pinney, an anthropologist of visual culture in South Asia, describes the 2011 anti-cor-
ruption movement as a catalyst for initial enthusiasm for Aadhaar among public(s) gathered around
issues of ‘imbalance in the distribution of the visible’ within the Indian population (Pinney 2015,
33). The movement ‘repeatedly conjured an image of a state blind to the injustices suffered by citi-
zens. Manmohan Singh [the then PrimeMinister] was depicted as Dhritrashtra, the blind king from
the Mahabharata, and as head of an ‘andhi sarkar’ (blind government)’ (Pinney 2015, 33). Aadhaar
addressed these concerns of becoming visible to the state by producing a standardized data record
on every resident. Trust in Aadhaar remains crucial for infrastructural processes through which it
mediates the relationship between citizens and the Indian state.

However, beyond critiques of its relationship with the government, civil society organizations
have also expressed rich public dissent on and mistrust of Aadhaar with questions around its use
of biometrics and its data security practices right since its inception (Khera 2018). The critics of
the project have consistently pointed to the fallibility of biometrics in uniquely identifying segments
of Indian population (such as manual laborers and the elderly) and possibilities of data convergence
and surveillance through circulation of Aadhaar-enabled data. Such critical civil society responses
to Aadhaar gained momentum in early 2017 with growing list of social media complaints and press
reports on ‘data leaks’ where Aadhaar numbers were made publicly accessible at a large scale on
government websites (Pahwa 2017; SFLC 2017). This controversy took shape on Twitter under
the hashtag #AadhaarLeaks3 (Sharma’s tweet was a response to it) and offline in debates over Aad-
haar in multiple arenas including the Supreme Court of India. These ‘data leaks’ often followed a
similar pattern: A government department released a list of beneficiaries of its scheme, which
included their personally identifiable information including redacted or complete Aadhaar num-
bers. The report published in May 2017 by the Center for Internet and Society (CIS) based in Ben-
galuru concretely exemplified this pattern by highlighting four government projects run by different
state and central government departments that disclosed personally identifiable information of ben-
eficiaries (Sinha and Kodali 2017). The report estimated public disclosure of around 130–135
million Aadhaar numbers and around 100 million bank account numbers.

Such civil society anxieties over information disclosure at scale raises several interrelated issues:
First, both these numbers can be and are often shared publicly to promote recognition in the formal
economy. Knowing these numbers by themselves is not a sufficient condition for successful auth-
orization of any service. Yet, their disclosure produces anxiety in experiences of a loss of control
over who may have access to them. It calls attention back to the fundamental paradox of publicly
sharing identity numbers. Second, these departments are mandated to disclose information on ben-
eficiaries to ensure transparency in delivery of government services under the Right to Information
(RTI) Act. Such transparency mandates raise the question:When does public data disclosure consti-
tute a data leak? I used quotes around data leaks earlier in this subsection to forebode this tension
between an established bureaucratic practice for good governance and its potential unintended con-
sequences such as privacy harms and increased risk of identity theft or financial fraud. Finally, third,
although redacting Aadhaar numbers was mandated in such public disclosures, there was ‘no
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consistent standard’ for such redaction; either the first few digits or the middle digits arbitrarily
redacted (Sinha and Kodali 2017, 14). In the circulation of Aadhaar numbers, managing consistency
in data security practices becomes increasingly harder. The possibility of reconstructing Aadhaar
numbers through aggregation was plausible and eventually inevitable.

More than a year after publishing its report, CIS issued a clarification in November 2018:

To our knowledge, no harm, financial or otherwise has been caused to anyone due to the public availability.
[…] We published the report only after ascertaining that the websites in questions had masked or removed the
data. Therefore our report only points to the possibility that there could be harm caused by malicious actors
before the data was taken down. However, we are not aware of any such cases of exploitation, nor do we
suggest so anywhere in our report. (Sinha and Kodali 2018)

On the one hand, this conclusion resonates with issues faced by victims of data breaches in claiming
that they have been concretely harmed. In the United States, for example, most data breach lawsuits
where victims have claimed risk of and anxiety over future identity theft and fraud have been dis-
missed by the courts as ‘insufficient to warrant recognition of harm’ (Solove and Citron 2018, 739).
On the other hand, sharing Aadhaar numbers on government websites created conditions of mis-
trust in two ways: first, there was a general sense of mistrust around future risks of such disclosure,
and second, there was mistrust in the ability of the government departments to competently main-
tain and secure citizen data.

This emergent feeling of mistrust within civil society pushed the UIDAI to begin a media cam-
paign to assure the Indian public(s) that Aadhaar data has not been breached or leaked from its own
database and thus, their biometric data is secure (UIDAI 2017). Furthermore, it began the work of
getting publicly shared Aadhaar numbers removed from other government websites. In response to
a RTI inquiry in November 2017, the UIDAI revealed that about 201 government websites were
publicly displaying Aadhaar details of the beneficiaries of their schemes, which were subsequently
removed (PTI 2017a). In the ‘data leaks’ controversy, the public disclosure of Aadhaar numbers did
not challenge the assumptions of the design team and the harm seemed unclear. In the next sub-
section, I focus on fraud as a form of harm emergent in unauthorized uses of Aadhaar numbers
that only exacerbate with their public disclosure.

Mistrust in authorization

Aadhaar numbers were considered publicly shareable under the assumption that by themselves they
are not a sufficient condition for authorizing access to any service. The number needs to be combined
with additional data such as biometrics, an OTP, or other demographic data. These combinations
produce a range of outcomes for secure authorization: combining Aadhaar numbers with biometrics
is considered the most secure, while combining it with demographic information is considered the
least secure (UIDAI 2011). This assumption, however, was put to test in systematic efforts to compile
reports of Aadhaar-based fraud (Somanchi 2018; 2020). Most of these reports center on fake or forged
Aadhaar numbers (Saldanha 2018). In these cases, the Indian state is the victim of fraud where fake
beneficiaries are added to welfare schemes. A good example here is Sharma being registered as an eli-
gible farmer in a welfare program after he tweeted his Aadhaar number. He received three install-
ments of welfare payments before his account was deactivated (Ahmed 2020). However, a
significant number of these stories also focused on Aadhaar-related banking fraud (Saldanha
2018). Here, Indian residents are victims of fraud. These reports typify a pattern of phishing scams
where residents are made to reveal their OTPs, for example, ‘con-men tricked persons on the pretext
of linking their Aadhaar to their PAN (issued by the income-tax department for taxation) into reveal-
ing an OTP which was then used to change the linked-mobile number in the Aadhaar database’
(Somanchi 2018). Once the mobile number linked to Aadhaar number is changed, fraudulent digital
transactions in the name of the victim through authentication via OTPs can continue until the victim
can secure due process to rectify the situation.
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The design team would argue that this authentication is based on what residents have (i.e. an
OTP or paper-based identity document) rather than who they are (i.e. their biometrics). Biometrics
are more secure. An OTP or paper-based documents are unfortunate trade-offs to account for
diversity in infrastructural conditions of a country where biometric authentication is not always
possible. On the state’s side, the 2018 Supreme Court ruling on limiting access of private agencies
to Aadhaar numbers has made it difficult for banks to digitally verify Aadhaar data, which has
increased the possibility of opening bank accounts based on fake cards. Banks are accountable
for checking the veracity of such cards and confirming KYR details before opening accounts. Simi-
larly, government departments are responsible for rigorously enforcing eligibility conditions to wel-
fare programs. When these checks lack rigor, publicly disclosed Aadhaar numbers and fake
Aadhaar cards, combined with bank accounts connected with them become readily available
tools to perpetrate fraud (Sircar and Sachdev 2020). On the resident’s side, the responsibility of
making the mistake of revealing confidential information such as OTPs is also placed solely on
the victims. It is, what Sharma would describe as, ‘privacy or security vulnerabilities already present
in the digital world’ (Sharma 2020, 123). In both cases, the victim is blamed for their vulnerability to
fraud, which in turn fosters secrecy in disclosing and mistrust as a norm in using Aadhaar numbers.
Such vulnerability is again not just a matter of lacking data infrastructure literacy (Gray, Gerlitz,
and Bounegru 2018); it is also an uneven structural consequence of societal inequities along
well-recognized intersections of gender, class, caste, and ability.

I have discussed cases of fraud perpetrated by external actors up until now, there have also been
cases of fraud by actors internal to Aadhaar’s authentication ecosystem. A typical example of this kind
would be when organizations within Aadhaar’s authentication ecosystem authorized to access resi-
dents know-your-resident (KYR) information – e-KYC User Agencies (KUAs) – use it to create
new service accounts (such as digital wallets) for residents without their informed consent (PTI
2017b). Government subsidies can then be digitally rerouted from the beneficiaries’ existing bank
account to these new mobile wallet accounts, which the beneficiaries have no knowledge of creating
(Venkatanarayanan and Lakshmanan 2017). An argument could be made here that since the subsidy
was still transferred into digital wallets of beneficiaries themselves, there was no harm done. However,
when a beneficiary does not have any knowledge of creating such an account, then should it not be con-
sidered a form of fraud? This form of fraud emerges in conditions of circulation of resident data with-
out their informed consent or knowledge within and across organizations internal to the structural
arrangement designed to secure trust in a public data infrastructure.

Responding to the potential of external and internal Aadhaar-based fraud, the UIDAI intro-
duced a new set of technical interventions in January 2018 to provide residents with the option
of not having to share their Aadhaar numbers at all for authentication. In lieu of Aadhaar numbers,
authentication could also be conducted through a combination of two unique numbers, one used by
the resident and the other used by the authenticating agency:

(1) For a resident seeking enhanced protection of their Aadhaar data, UIDAI issued Virtual ID
(VID), a temporary and revocable 16-digit random number mapped onto their Aadhaar num-
ber. Residents can share their VID, instead of Aadhaar, to access services. VID, however, can-
not be used for de-duplication, and is only valid for a period set by the UIDAI (UIDAI 2019,
86).

(2) On the authenticating agency’s side, since Virtual ID cannot be used for deduplication, the
UIDAI offered a unique UID token for each Aadhaar number to each agency. The token is con-
nected with the Aadhaar number of the resident accessing authentication services through the
agency. Irrespective of the VID number provided by the resident in lieu of their Aadhaar num-
ber, the token remains the same on the backend for each agency (UIDAI 2019, 87–88).

The UID token also allowed the UIDAI to respond to internal fraud by differentiating levels of trust
within the authentication system. Organizations designated as ‘Local AUAs’ were only allowed to
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have access to limited KYR data based on UID tokens and were not allowed to store Aadhaar num-
bers at all. The UIDAI reserved the right to categorize organizations within its authentication eco-
system as ‘Global AUAs,’ which could be trusted to have access to e-KYR data and store Aadhaar
numbers (UIDAI 2019, 87–88).

These interventions highlight how mistrust is a generative resource for organizing identification
practices. Public disclosure of VID numbers is not as anxiety-inducing as Aadhaar numbers; VID
numbers are temporary by design and residents have agency in revoking them as opposed to the
permanent and unique nature of Aadhaar numbers. Similarly, UID tokens operationalize mistrust
as an organizing principle for the authentication ecosystem. Organizations must earn the UIDAI’s
trust to become a Global AUA, and this trust can be revoked with their recategorization as a Local
AUA. Audits and ensuring compliance become even more critical in such conditions of mistrust.
The CAG report, for example, has pointed to the need for the UIDAI to be proactive in enforcing its
regulations around audits and prescribed standards for data collection (CAG 2021).

With emerging concerns over public disclosure of Aadhaar numbers, the UIDAI and the govern-
ment departments became more conscientious about redacting Aadhaar numbers. By August 2018,
the UIDAI began to warn residents ‘against sharing the number ‘openly in the public domain,’’
while encouraging them to use it ‘without any hesitation’ to prove their identity (Scroll Staff
2018). Redaction, however, was only the beginning of employing mistrust as a strategy. In contend-
ing with proliferation of Aadhaar-based fraud cases, the UIDAI invested in revocation of trust as a
strategy to ensure data security. It not only provided residents with the individual agency to revoke
their own identity credentials from any service provider, but also ensured a mechanism to
implement differential trust and ability to revoke data access at scale from defaulting organizations
within its authentication ecosystem. Addressing concerns of Aadhaar-based frauds, it further
offered reassurances that neither can anyone open a bank account ‘merely by using the Aadhaar
number’ nor can anyone ‘withdraw money from a bank account merely by knowing an Aadhaar
number’ (Staff 2018). It re-invoked the requirement of two-factor authentication for any trans-
action. Diverse forms of trust, mistrust, and vigilance in the triadic relationship between the
UIDAI, public/private organizations, and citizens/residents as public(s) are increasingly becoming
the norm in maintenance of data security practices of Aadhaar.

Conclusion: securing Aadhaar as a public data infrastructure

This paper began with Aadhaar numbers being imagined as publicly shareable and ends with an
emerging technical and regulatory regime that is slowly turning them into confidential numbers.
My field stories present the conditions of possibility for using Aadhaar to identify Indian residents.
Sharma and other members of Aadhaar’s design team imagined Aadhaar to be a publicly shareable
number because its usage was tightly coupled with who residents are (i.e. their biometrics) rather
than what they have or know (for example, a card or a password). Several features of Aadhaar’s
infrastructural design showcase how the process of Aadhaar-based identification is siloed and dis-
tributed across an ecosystem of public and private organizations. These mechanisms to promote
trust in Aadhaar’s design broke down in emerging civil society anxieties over public disclosure
of Aadhaar numbers on government websites, lack of audits and assurance of compliance by the
UIDAI (CAG 2021), and emerging concerns around Aadhaar-based frauds by organizations/actors
internal as well as external to its authentication ecosystem. Such breakdowns in trust are not a bug
in organizing security practices of any public data infrastructure, they are a feature of it.

Mistrust is a generative organizational principle in contending with such breakdowns and to
repair and reorganize practices to get any interaction back on track. For example, in late May
2022, a regional office of the UIDAI issued an advisory to warn residents against sharing photo-
copies of their Aadhaar cards to prevent the possibility of their misuse. This advisory was
rescinded two days later after it provoked widespread mistrust and critique on social media of
existing circulation of Aadhaar information. The UIDAI advised residents to exercise ‘normal
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prudence’ in sharing Aadhaar numbers (Staff 2022). This short example succinctly illustrates my
broader argument in this paper that the tensions over public/confidential nature of Aadhaar
numbers has mirrored the shifting norms of trust/mistrust in their use as identity numbers.
This tension is the backdrop against which the UIDAI responds to any challenge to Aadhaar’s
legitimacy.

Over the course of this paper, I have engaged with various dualities that can emerge at the inter-
section of discourses around recognition and surveillance in identification practices and debates
around the interplay between technology and people, structure and agency, and trust and mistrust.
I have shown that these dualities are not mutually exclusive; they are implicated in making sense of
each of them individually. The way mistrust manifests in using Aadhaar affords an opportunity to
reflect on how investments in technical, legal, administrative, and policy interventions to ensure
trust in identity numbers is much like playing a game of Whack-A-Mole. A simple example here
is that identity numbers (technical intervention) may ease problems of locating people through
data in delivery of services, but they create surveillance concerns that are resolved in a court of
law (legal intervention), through legislation (policy intervention) and ensuring compliance to stan-
dards (administrative intervention). Each intervention must hold its legitimacy and complement
other interventions in different domains of state governance to practically achieve trust in identifi-
cation. However, they also engender diverse operational challenges and thus, mistrust in identifi-
cation. Aadhaar is technically designed to be a digital and public number to address the core
challenge of mistrust in state-citizen relations and prevent fraud. It was designed to ensure that
knowing the number itself was insufficient in authorizing access to any service. However, without
appropriate administrative verification of their veracity, Aadhaar numbers become implicated in
fraud and mistrust as possession of even a fake card can be enough to authorize access to services.
Trust in identity numbers is only achieved partially through imbrication of these serially linked
interventions. Mistrust triggers another cycle of interventions that build on existing interventions
and produce their own operational challenges and consequences. Although these cycles will con-
tinue, the current arrangement of these interventions is turning Aadhaar into confidential identity
numbers.

Finally, in this paper, I showcase mistrust in state-citizen relations as the foundational norm of
organizing identity numbers (Chatterjee 2002). This does not imply that state-citizen relations are
not possible or cannot be maintained; rather it implies that they require continuous rearticulation
and recalibration. This is evident in UIDAI’s ongoing work of encouraging the everyday use of Aad-
haar by citizens in interacting with any organization and turning it from a public to confidential
identity number. UIDAI’s ultimate hope is that Aadhaar will slowly become the invisible back-
ground (Star and Ruhleder 1996) of everyday lives of Indian citizens/residents (UIDAI 2010). How-
ever, what is invisible background for one kind of public is a daily object of concern for another. On
one hand, public(s) for whom Aadhaar increasingly becomes invisible exhibit a form of trust in the
Indian state; trust that is practically established through measured responses to emergent challenges
of mistrust in Aadhaar’s authority and credibility. On the other hand, digital mistrust is crucial to
the process of questioning public data infrastructures; mistrust makes infrastructures visible. Public
(s) for whom Aadhaar remains an object of concern, and hence visible (whether in the terms of
struggles to achieve recognition or resist surveillance), will continue to assert their mistrust as a
resource to demand interventions in its operation as an identity number and data security practices.
Trust, after all, is earned, not given.

Notes

1. See, the Aadhaar Dashboard: https://www.uidai.gov.in/aadhaar_dashboard/.
2. Hindi for ‘mark of a lion.’ The imprint of the state emblem of India features three Asiatic lions standing back-

to-back on a circular base.
3. See, posts on Twitter: https://twitter.com/hashtag/AadhaarLeaks
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